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1. [10 marks] Consider the matrix A =




2 1 0 4
2 1 1 2
4 2 3 2


.

1a. [2 marks] Compute the reduced row-echelon form of A.

1b. [2 marks] Determine the rank of A.

1c. [2 marks] Determine a basis of the column space of A.

1d. [2 marks] Determine a basis of the nullspace of A.

1e. [2 marks] For what value(s) of r ∈ R is the following system solvable

Ax =




2
3
r


?

Sol.

[1a.]

A =




2 1 0 4
2 1 1 2
4 2 3 2


 →




2 1 0 4
0 0 1 −2
4 2 3 2


 →




2 1 0 4
0 0 1 −2
0 0 3 −6


 →




2 1 0 4
0 0 1 −2
0 0 0 0


 →



1 1/2 0 2
0 0 1 −2
0 0 0 0




rref(A) =



1 1/2 0 2
0 0 1 −2
0 0 0 0


 .

[1b.] It follows from the description of rref(A) that rk(A) = 2.

[1c.] A basis of the column space of A is given by the vectors




2
2
4


 and




0
1
3


 corre-

sponding to the pivot columns in A.

[1d.] There are two non-trivial relations among the columns of A. Let denote by
v1, . . . , v4 the first,...,fourth column of A. We have

v1 − 2v2 = 0, 2v1 − 2v3 − v4 = 0.

Hence, a basis of the nullspace of A is given by the vectors




1
−2
0
0


 and




2
0
−2
−1


.

[1e.] Consider the complete matrix B associated to the system

B =




2 1 0 4 | 2
2 1 1 2 | 3
4 2 3 2 | r


 →




2 1 0 4 | 2
0 0 1 −2 | 1
0 0 3 −6 | r − 4


 →



2 1 0 4 | 2
0 0 1 −2 | 1
0 0 0 0 | r − 7




The system is solvable if and only if r = 7.



2. [15 marks] Consider the matrix A =




1 4
1 1
1 1


.

2a. [5 marks] Give a factorization A = QR, where R is an upper-triangular matrix
and Q is a matrix with orthonormal columns.

2b. [5 marks] Find the least square solution to the system

Ax = b, for b =




4
8
6


 .

2c. [5 marks] The projection matrix P = A(AT A)−1AT projects all vectors onto
the column space of A. Find a vector q, not in the column space of A such that

Pq =




1
4
4


 .

Sol.

[2a.] Perform Gram-Schmidt process on the (linearly independent) columns of A and
get two orthonormal vectors fitting the columns of

Q =




1√
3

2√
6

1√
3

−1√
6

1√
3

−1√
6


 .

Then, obtain R via R = QT A, i.e. R =

[√
3 2

√
3

0
√

6

]
.

[2b.] The system (AT A)x = AT b is[
3 6
6 18

]
x =

[
18
30

]

with (unique) solution

[
8
−1

]
. This is the least square solution to the system Ax = b.

[2c.] The vector p =




1
4
4


 is in the column space of A. Moreover, the vector




0
−1
1




spans the nullspace of P . Hence there are infinitely many choices for the vector q
and they are

q = p + t




0
−1
1


 , t ∈ R.



3. [15 marks]

3a. [4 marks] Give a 3× 3-matrix A with the following properties:

i. AT = A−1.
ii. det(A) = 1. (A is not allowed to be a diagonal matrix)

3b. [4 marks] Give a 3× 3-matrix with the following properties:

i. AT = A.
ii. A2 = A.
iii. rk(A) = 1. (A is not allowed to be a diagonal matrix)

3c. [4 marks] Suppose A is a 5 × 3-matrix with orthonormal columns. Evaluate
the following determinants:

i det(AT A)
ii det(AAT )
iii det(A(AT A)−1AT ).

3d. [3 marks] Which value(s) of α ∈ R give det(A) = 0, if

A =




α 2 3
−α α 0
3 2 5


?

Sol.

[3a.] We consider, for example an orthogonal matrix A, with det(A) = 1. Permutation

matrices such as




0 1 0
0 0 1
1 0 0


 or




0 0 1
1 0 0
0 1 0


 have this property.

[3b.] We may consider a projection matrix of rank 1: for example (cfr. question 2c.)

A = v(vT v)−1vT , where v =




1
2
3


. Namely the matrix A = 1

14




1 2 3
2 4 6
3 6 9


.

[3c.]
det(AT A) = det(I) = 1

det(AAT ) = 0

det(A(AT A)−1AT ) = 0

AAT must have dependent columns and determinant zero because A(AT x) = 0 for
any non-zero vector x in the nullspace of AT . The 3 × 5-matrix AT has 3 linearly
independent (orthonormal!) rows and a non-trivial nullspace of dimension 5−3 = 2.
Notice that det(A(AT A)−1AT ) = det(AAT ) = 0 as AT A = I.

[3d.] det(A) = 5α(α− 1) = 0. Therefore, α = 0 or α = 1.



4. [15 marks] Suppose the following information is known about a matrix A:

i. A




2
0
0


 =




2
4
−6




ii. A




0
−1
0


 =



−2
−4
6




iii. A is symmetric.

The following questions refer to any matrix A with the above properties

4a. [3 marks] Is Ker(A) = {0}? Explain your answer.

4b. [3 marks] Is A invertible? Why?

4c. [3 marks] Does A have linearly independent eigenvectors? Explain.

4d. [6 marks] Give a specific example of a matrix A satisfying the above three
properties and whose eigenvalues add up to zero.

Sol.

[4a.] A has linearly dependent columns: for example, it follows from conditions i.

and ii. that A(




2
0
0


 +




0
−1
0


) = 0. This implies that Ker(A) 6= {0}.

[4b.] A is not invertible as Ker(A) 6= {0}.
[4c.] Yes, the eigenvectors of a symmetric matrix are linearly independent (and can
be chosen to be orthonormal).

[4d.] For example A =




1 2 −3
2 4 −6
−3 −6 a33


, with a33 = −5. In fact: A




2
0
0


 gives 2 times

the first column of A and A




0
−1
0


 gives −1 times the second column of A. Then,

from the symmetry condition iii. we get a13 = a31 and a23 = a32. For a33 we impose∑
λk = trace(A) = 1 + 4 + a33 = 0. From this relation we deduce a33 = −5.



5. [10 marks] Let A =

[
1 2
2 4

]
.

5a. [2 marks] Find the eigenvalues of A.

5b. [3 marks] Give a factorization A = QDQT where Q has orthonormal columns
and D is a diagonal matrix.

5c. [4 marks] As t →∞, what is the limit of u(t) for

du(t)

dt
= −Au(t)

given the initial condition u(0) =

[
3
1

]
?

5d. [1 marks] Is A a positive definite matrix? Why? Give the quadratic form
q(x, y) associated to A.

Sol.

[5a.] Solve det(A − λI) = 0. We get the equation λ(λ − 5) = 0. Hence λ1 = 5 and
λ2 = 0.

[5b.] A = QDQT is an “eigenvalue-eigenvector” factorization of a symmetric matrix.
D is a diagonal matrix containing the eigenvalues of A and Q is a 2×2-matrix whose
orthonormal columns are eigenvectors of A. For example

D =

[
5 0
0 0

]
, and

1√
5

[
1 2
2 −1

]
.

[5c.] Note that the eigenvalues and eigenvectors of −A need to be used

u(t) = c1e
−λ1tx1 + c2e

λ2tx2 = c1e
−5t

[
1
2

]
+ c2

[
2
−1

]

The initial condition determines the values of c1 and c2: c1 = 1 and c2 = 1. Hence,

as t →∞, u(t) = e−5t

[
1
2

]
+

[
2
−1

]
→

[
2
−1

]
.

[5d.] A is not a positive definite matrix as λ2 = 0. The quadratic form (singular)
associated to A is q(x, y) = x2 + 4xy + 4y2.



6. [10 marks]

6a. [3 marks] If possible, find an invertible matrix M such that

M−1




1 1 1
1 1 1
1 1 1


 M =




1 1 1
1 2 2
1 2 2


 .

If it is not possible, state why M cannot exist.

6b. [3 marks] For what real values of c (if any) is

A =



−1 c 2
c −4 −3
2 −3 4




a symmetric positive definite matrix?

6c. [4 marks] Let A =

[
3 4
4 3

]
. Is the quadratic form q(x, y) associated to A posi-

tive definite? Find its principal axes.

Sol.

[6a.] Not possible. The condition means that B =




1 1 1
1 2 2
1 2 2


 is similar to A =




1 1 1
1 1 1
1 1 1


. Similar matrices have equal traces and rank. But trace(A) = 3 6=

trace(B) = 5 and rk(A) = 1 6= rk(B) = 2.

[6b.] Not possible. For symmetric positive-definite matrices all upper-left determi-
nants are greater than zero. Note that the 1 by 1 upper-left determinant is −1.

[6c.] det(A) < 0, hence A (or equivalently its associated quadratic form q(x, y) =
3x2 + 8xy + 3y2) is not positive definite. The eigenvalues of A are: λ1 = −1 and

λ2 = 7. The principal axes are the eigenspaces of A, namely E1 = span{
[−1

1

]
} and

E2 = span{
[
1
1

]
}.



7. [15 marks]

7a. [6 marks] Let A1 =




0 −1 0
−1 0 0
0 0 2


. Is A1 diagonalizable? Why? Is A1 in-

vertible? Why? Determine the spectral decomposition of A1 into projection
matrices.

7b. [3 marks] Let A2 =

[−3 3
1 −1

]
. Is A2 invertible? Why? Is A2 diagonalizable?

Why? Determine (if exists) a matrix S and a diagonal matrix D such that
S−1A2S = D.

7c. [6 marks] Describe the linear transformation TA2 : R2 → R2 associated to A2.
Does such A2 have a decomposition into projection matrices? If yes, give it.

Sol.

[7a.] A1 is symmetric, hence A1 is diagonalizable. A1 is invertible as det(A1) =∏
λi = 2 · 1 · (−1) = −2 6= 0. The spectral decomposition of A1 is given by

A1 =
3∑

i=1

λixix
T
i

where xi are eigenvectors associated to the eigenvalues λi. We can choose x1 =




0
0
1




as eigenvector associated to λ1 = 2, x2 =




1
−1
0


 as eigenvector associated to λ2 = 1

and x3 =




1
1
0


 as eigenvector associated to λ3 = −1. It follows that the spectral

decomposition of A1 is

A1 = 2P1 + P2 − P3 = 2




0 0 0
0 0 0
0 0 1


 +




1 −1 0
−1 1 0
0 0 0


−




1 1 0
1 1 0
0 0 0


 .

[7b.] det(A2) = 0 hence A2 is not invertible. The eigenvalues of A2 are µ1 = 0 and
µ2 = −4. They are distinct, hence A2 is diagonalizable. The columns of the matrix

S are made by 2 eigenvectors of A i.e. S =

[
1 −3
1 1

]
, whereas D =

[
0 0
0 −4

]
is the

eigenvalues matrix.

[7c.] The linear transformation TA2 : R2 → R2 is determined by a projection P2 onto

the line spanned by

[−3
1

]

A2

[
1
1

]
= 0, A2

[−3
1

]
= −4

[−3
1

]
.

It follows that

A2 = −4

[
3/4 −3/4
−1/4 1/4

]
= −4P2

is the required decomposition, where P2 is a projection matrix.



8. [10 marks]

8a. [3 marks] Find the lengths and the inner product x · y of the following complex
vectors

x =

[
2− 4i

4i

]
, y =

[
2
4

]
(i2 = −1).

8b. [3 marks] Let A =

[
1 1− i

1 + i 2

]
. Let x1, x2 be two (linearly independent) eigen-

vectors of A. Compute x1 · x2 and show that det(A) ∈ R.

8c. [4 marks] Prove that for any complex vector x

xHAx ∈ R. (H = Hermitian)

Sol.

[8a.] length(x) = (xHx)1/2 = (
[
2 + 4i −4i

] ·
[
2− 4i

4i

]
)1/2 = 6; length(y) = (yT y)1/2 =

√
20

and x · y := xHy = 4(1− 2i).

[8b.] Notice that A = AH , furthermore let λi be the 2 eigenvalues of A: 0 = λ1 6= λ2 = 3,
then x1 · x2 = 0. Also, one knows that every eigenvalue of a Hermitian matrix is real and so
will be its determinant (det(A) = λ1λ2 = 0).

[8c.] We have (xHAx)H = xHAx, as A = AH . It follows that xHAx ∈ R.


