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CHAPTER 1

Introduction

1.1. Overview

The Automorphic Project was inspired by the success and incredible utility of
the Stacks Project, and necessitated by the lack of a comprehensive introduction
to automorphic forms and the Langlands program. While there are, and continue
to appear, many good references on many aspects of the subject, we felt that it
can be much better presented, in all its vastness, by an evolving and collaborative
effort that today’s technology enables.

While we will eventually aim at making the Automorphic Project as inclusive
as possible, our goal is not to reproduce the existing literature. Rather, and taking
into account that the literature in the field is usually considered very technical
and difficult to follow for outsiders, our goal is to recast the literature in a way as
conceptual as possible, and a language that is not esoteric to the field, but easily
accessible to someone who commands the modern language of mathematics.

We expect this material to be read online as a key feature are the hyperlinks giving
quick access to internal references spread over many different pages. If you use an
embedded pdf or dvi viewer in your browser, the cross file links should work.

This project is a collaborative effort and we encourage you to help out. Please email
any typos or errors you find while reading or any suggestions, additional material,
or examples you have to automorphic.project@gmail.com. You can download a
tarball containing all source files, extract, run make, and use a dvi or pdf viewer
locally. Please feel free to edit the LaTeX files and email your improvements.

(We need at least one reference [Som] in each chapter.)

1.2. Attribution

Those who contributed to this work are listed on the title page of the book version
of this work and online.

1.3. Other chapters
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CHAPTER 2

Representation theory: general notions

2.1. Conventions

The definition of representations makes sense over an arbitrary field, but very
soon we start working with measures, specializing to the complex numbers as the
coefficient field.

2.2. Representations

Let G be a topological group. Topological vector spaces are taken over a topo-
logical field k (which we fix). We denote by End(V ), Aut(V ) the sets of continuous
endomorphisms, resp. automorphisms, of a topological vector space V .

Definition 2.2.1. A representation of G is a pair (π, V ), where V is a topological
vector space V over k, and π is a homomorphism

π : G→ Aut(V ),

with the property that the induced “action” map:

G× V → V,

(g, v) 7→ π(g)v

is continuous.
Representations of G on topological k-vector spaces form a category, with a

morphism

(π1, V1)→ (π2, V2)

being a continuous linear map V1 → V2 which commutes with the action of G.
A subrepresentation of V is a closed subspace of V which is stable under the

action of G.
A representation is called irreducible, or simple, if it does not contain any non-

zero, proper subrepresentations.
A representation is called semisimple or (totally) decomposable if it is equal to

the direct sum of irreducible subrepresentations. 1

Example 2.2.2. Given a space X with a right action of a group G, if F (X)
denotes the space of k-valued functions on X, there is a natural representation of
G on F (X), sometimes called the regular representation of G on X (although the
term is more standard for the action of G on itself, see Definition 2.4.4). It is given
by

R(g)(f)(x) = f(xg).

1For infinite-dimensional representations, other notions of decomposition, such as by direct
integrals, are often more useful. They will be discussed later.
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6 2. REPRESENTATION THEORY: GENERAL NOTIONS

If G,X are endowed with topology, so that the map X×G→ X is continuous,
and X is locally compact and Hausdorff, the space C(X) of continuous, complex-
valued functions, topologized as the inductive limit over all compact K ⊂ X of the
Banach spaces C(K), becomes a (topological) representation of G, and so does its
dual Mc(X) of compactly supported regular measures.

If (X,Ω, µ) is a measure space with a right action by a discrete group G that
preserves the σ-algebra Ω and the measure µ, the spaces Lp(X,µ) become topolog-
ical representations of G.

If G is any topological group acting continuously on a locally compact Hausdorff
topological space X as before, and µ is a regular Borel measure preserved by the
action of G, then Lp(X,µ) is a (continuous) representation of G for 1 ≤ p < ∞.
(Exercise!)

Remark 2.2.3. We do not require the map G→ Aut(V ) to be continuous in any of
the usual operator topologies (for example, the norm on bounded linear operators,
when V is a Banach space), because this would preclude some of the most natural
representations. For example, the rotation representation of G = the circle on
V = L2(R) is not a continuous map G→ Aut(V ) with respect to the Hilbert norm
on bounded operators. This may seem troubling at first, but it will appear more
natural when we talk about the action of group algebras, see Remark 2.5.5.

2.3. Action of measures on the group

A basic principle in representation theory is that we should extend the action
of the group to the action of a suitable algebra, because algebras have a lot more
structure.

From now on we assume that the field k of coefficients of the representation
is the field C of complex numbers, and that the topological group G is locally
compact.

LetM(G) be the Banach space of finite, complex-valued measures onG. (“Mea-
sures” will always mean Radon measures.) It is a Banach algebra under convolution.
Convolution is, by definition, the push-forward of measures under the multiplica-
tion map G×G→ G. We denote by Mc(G) the subalgebra of compactly supported
finite measures. If dg is a left Haar measure on G, we will call a measure µ = fdg
continuous, L1, etc, if f is a function with the same property.

If (π, V ) is a topological representation of G, we would like to extend the action
of G to an action of the algebra M(G) of measures, or a subalgebra A thereof, in
such a way that the action of g ∈ G will correspond to the action of the delta
measure at g; we will keep using the notation π for such an extension.

Example 2.3.1. The convolution algebra of k-valued measures of finite support
on G makes sense for an arbitrary commutative ring of coefficients k, and is called
the group algebra k[G].

If G is discrete, there is an (obvious) equivalence of categories between represen-
tations of G on k-vector spaces (without topology, i.e., with the discrete topology)
and k[G]-modules.

Example 2.3.2. In particular, for the group G = Z, its group algebra is k[T, T−1],
and its finitely generated representations (without topology) are classified by the
structure theorem for finitely generated modules over principal ideal domains.
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We assume throughout that the continuous dual V ∗ of V separates points.
Then, the extension that we seek will be characterized by the property

(2.3.2.1) 〈π(µ)(v), v∗〉 =

∫
G

〈π(g)v, v∗〉µ(g),

for every µ ∈ A, v ∈ V , v∗ ∈ V ∗.

Proposition 2.3.3. Assume that V is a locally convex topological vector space, and
such that the closure of the convex hull of any compact set is compact. Then, for
every µ ∈Mc(G), v ∈ V the vector π(µ)(v) characterized by (2.3.2.1) is defined.

The resulting map Mc(G) × V → V is continuous, when Mc(G) is topologized
as the inductive limit, over compact subsets K ⊂ G, of the Banach spaces M(K).

Moreover, the restriction of this map to any bounded subset of Mc(G) is con-
tinuous with respect to the weak-* topology, that is, the inductive limit topology of
the spaces M(K) endowed with the weak-* topology as duals of the spaces C(K).

Notice that by [Rud91, Theorem 3.20], Fréchet spaces satisfy the conditions
of the proposition.

Proof. By [Rud91, Theorem 3.27], for a finite Borel measure µ on a compact
Hausdorff space K, and a continuous function f : K → V to a topological vector
space V satisfying the conditions of the proposition, the integral

∫
K
f · µ, charac-

terized by 〈∫
K

f · µ, v∗
〉

=

∫
K

〈f, v∗〉 · µ

for every v∗ ∈ V ∗, is defined. (The argument, in brief: First, reduce to the case of
positive probability measures. Then, show that the subsets of the closed convex hull
of f(K) cut out by a finite number of conditions of the form 〈v, v∗〉 =

∫
K
〈f, v∗〉 ·µ

are nonempty. By compactness, it follows that their intersection is nonempty.)
Here, we take K ⊂ G to be the support of a given measure, and f(g) = π(g)(v),

and set π(µ)(v) :=
∫
G
π(g)(v)µ(g).

The same result ensures that, when µ is a positive probability measure, the
integral

∫
G
π(g)(v)µ(g) belongs to the closure of the convex hull of the compact set

π(suppµ)(v) (to be denoted co (π(suppµ)(v)).
The continuity statement on (norm) bounded sets with the weak-* topology

is stronger than the continuity statement in the norm topology, so it suffices to
prove that. Fix a compact K ⊂ G, and let M(K)≤1 be the unit ball in M(K).
It is enough to prove that the preimage of a neighborhood U of 0 ∈ V contains
a product M × U ′, where M is a weak-* neighborhood of zero in M(K)≤1, and
U ′ ⊂ V is a neighborhood of zero.

We may take U to be closed and convex and balanced (i.e., zU ⊂ U for |z| ≤ 1).
Since every µ ∈ M(K)≤1 can be written as µ1 − µ2 + iµ3 − iµ4, where the µi’s
are positive measures, also in M(K)≤1, it’s enough to show that if µ1 is a positive
measure, there are neighborhoods as above such that when µ2 ∈ µ1+M and v ∈ U ′,
we have µ1(v)− µ2(v) ∈ U .

By continuity of the action map G×V → V , there is a finite open cover (Ki)
r
i=1

of K, and an open U ′ ⊂ V , such that, for each i,

{v1 − v2|v1, v2 ∈ co(π(Ki)(U
′))} ⊂ 1

2
U.
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There is a partition of unity 1K =
∑
i fi, subordinate to the cover (Ki)i, where

the fi’s are continuous functions and 0 ≤ fi ≤ 1. Let µ1, µ2 be positive measures
on K, with ‖µi‖ ≤ 1, whose difference is contained in the weak-* neighborhood
determined by the conditions

| 〈µ1 − µ2, fi〉 | < ε,

for given ε > 0 (to be determined). Let mj
i =

∫
K
fiµj for j = 1, 2. Then, for v ∈ U ′

π(µ1)(v)− π(µ2)(v) =
∑
i

∫
K

fi(g)π(g)(v)(µ1 − µ2)(g).

Since the µi’s and the fi’s are positive, the integral∫
K

fi(g)π(g)(v)µj(g)

lies in mj
i · co(π(Ki)(U

′)). Thus,∫
K

fi(g)π(g)(v)(µ1 − µ2)(g) ∈ co
(
m1
iπ(Ki)(U

′)
)
− co

(
m2
iπ(Ki)(U

′)
)

⊂ m1
i [co (π(Ki)(U

′))− co (π(Ki)(U
′))]+εco (π(Ki)(U

′)) ⊂ m1
i

2
·U+εco (π(Ki)(U

′)) ,

and therefore

π(µ1)(v)− π(µ2)(v) ∈
∑
i

(
m1
i

2
· U) +

∑
i

ε · co (π(Ki)(U
′))

⊂ ‖µ1‖
2
· U +

∑
i

ε · co (π(Ki)(U
′)) ⊂ 1

2
U +

∑
i

ε · co (π(Ki)(U
′)) .

Choosing ε small enough, we can guarantee that this belongs to U , and we are
done.

�

2.4. Matrix coefficients

For the moment we are working with an arbitrary topological coefficient field
k.

The dual of a topological representation is defined as follows:

Definition 2.4.1. Given a representation (π, V ) of a topological group on a locally
convex topological vector space V , the dual representation (π∗, V ∗) on the dual
space of continuous functionals on V is defined by the property

〈π∗(g)(v∗), v〉 =
〈
v∗, π(g−1)v

〉
.

Here, V ∗ must be endowed with a suitable topology making the action contin-
uous. For example, if G is locally compact, then one can consider the topology of
uniform convergence on compact sets:

Lemma 2.4.2. Let (π, V ) be a representation of a localy compact group G. Then,
the dual map G × V ∗ → V ∗ is continuous when V ∗ is endowed with the topology
of uniform convergence on compact subsets of V . If V is a Banach space, this
topology is the finest topology which coincides with the weak-* topology on every
norm-bounded subset of V ∗.
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Proof. Given a compact U ⊂ V , and a compact K ⊂ G, the set π(K)(U) is
compact. Moreover, if we fix U and a neighborhood V1 of zero in V , we can find a
compact neighborhood K of 1 ∈ G such that UK ⊂ V1, where UK is the set

UK = {π(g)(v)− v|g ∈ K, v ∈ U} ⊂ V.

(These facts follow directly from the continuity of the action of G on V .)
Fix U , ε > 0, and a vector w ∈ V ∗, and let V1 = {v ∈ V | 〈w, v〉 < ε}. Choose

a compact neighborhood K of 1 ∈ G such that UK ⊂ V1. Let W ⊂ V ∗ be the
neighborhood of w, in the compact-open topology, of all vectors w′ with

| 〈w − w′, π(K)U〉 | < ε.

Then, for all g ∈ K and w′ ∈W , we have

|
〈
π∗(g−1)(w′)− w,U

〉
| ≤ |

〈
π∗(g−1)(w′ − w), U

〉
|+ |

〈
π∗(g−1)(w)− w,U

〉
| =

= | 〈(w′ − w), π(g)U〉 |+ | 〈w, (π(g)− 1)U〉 | < ε+ ε.

This shows continuity in the compact-open topology on V ∗.
In the case of normed spaces, this topology coincides with the bounded weak-*

topology, the finest topology which coincides with the weak-* topology on every
norm-bounded subset of V ∗ [Day73, §II.5, Lemma 2]. (See also [Meg98a, §2.7
and 3.4].) �

When V is a Banach space, it is not true, in general, that the action is con-
tinuous with respect to the norm topology on V ∗ — just consider V ∗ = M(G)
as the dual of V = C(G), for a compact group G. However, for locally compact
groups and reflexive Banach spaces (V ∗∗ = V ), this is the case, as we will see in
Proposition 2.5.8.

Remark 2.4.3. For two spaces X and Y , not necessarily linear, which are in some
sort of duality, in the sense that they come with a map

〈 , 〉 : X × Y → Z,

where Z is another space, a right action of a group G on X naturally induces a left
action on Y (when G is assumed to act trivially on the target Z), and vice versa:

〈x · g, y〉 = 〈x, g · y〉 .

Therefore, we need to replace g by g−1 on X, if we want left actions on both spaces.

The remark above is exemplified in the following basic example:

Definition 2.4.4. If k is the field of coefficients, and F (H) denotes the space of
k-valued functions on a group H, the left (L) and right (R) regular representations
of H on F (H) are defined by

L×R(h1, h2)(f)(x) = f(h−1
1 xh2).

The term applies to any H ×H-invariant subspace of F (H), and various H ×H-
invariant quotients thereof (e.g., Lp(H)).

The right and left regular representations are a special case of Example 2.2.2
for X = H and G = H × H (with left multiplication defined as a right action,
(g, x) 7→ g−1x).
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Definition 2.4.5. Given a representation (π, V ) of a topological group G, the
matrix coefficient map is the G×G-equivariant map

Mπ : π∗ ⊗ π → F (G)

given by

v∗ ⊗ v 7→ (g 7→ 〈v∗, π(g)v〉) .

Lemma 2.4.6. The image of the matrix coefficient map (Definition 2.4.5) lies in
the space C(G) of continuous functions on G, and the resulting map

V ∗ × V → C(G)

is continuous when C(G) is endowed with the seminorms of local uniform conver-
gence.

Proof. This follows immediately from the continuity of the map G× V → V . �

We return to the case k = C, and G a locally compact topological group. In
that case, the spaces Mc(G) and C(G) are in duality, that is, there is a natural
continuous map

Mc(G)⊗ C(G)→ C.

Lemma 2.4.7. Given a topological representation (π, V ) of a locally compact topo-
logical group G on a space satisfying the conditions of 2.3.3 (e.g., a Fréchet space),
we have, for every µ ∈Mc(G), v ∈ V , v∗ ∈ V ∗,
(2.4.7.1) 〈µ,Mπ(v∗ ⊗ v)〉 = 〈v∗, π(µ)v〉 ,
where the first pairing is between measures and continuous functions, while the
second is between V and its dual.

Proof. Just an unfolding of the definitions:

〈µ,Mπ(v∗ ⊗ v)〉 =

∫
G

〈v∗, π(g)v〉µ(g) =

〈
v∗,

∫
G

π(g)vµ(g)

〉
= 〈v∗, π(µ)v〉 .

�

2.5. Banach representations of compactly generated groups

Definition 2.5.1. A radial function r : G→ R+, in the language of [Ber88]2 is a
locally bounded positive function on G such that r(g1 · g2) ≤ r(g1) + r(g2).

Two radial functions r, r′ are said to be equivalent if (r + 1) is comparable to
(r′+1), that is, there is a constant C > 0 such that C−1(r+1) ≤ (r′+1) ≤ C(r+1).

Suppose that G is compactly generated and locally compact. Then there is a
canonical equivalence class of radial functions on G:

Definition 2.5.2. The equivalence class of natural radial functions on a compactly
generated and locally compact group G is the equivalence class of the radial function
r(g) = min{k|g ∈ Bk}, where B is a compact generating neighborhood of the
identity in G.

We will be working with natural radial functions, unless otherwise stated.

2Except that we do not impose the condition r(g) = r(g−1), as Bernstein does for
convenience.
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Lemma 2.5.3. Let G be a compactly generated group, and (π, V ) a Banach rep-
resentation of G. There is a constant C ≥ 1, depending on V and the choice of
radial function r, such that ‖π(g)‖ ≤ Cr(g).

Proof. From the definitions, if K is a compact generating subset, defining the scale
function r, then there is a constant C such that ‖π(g)‖ ≤ C for every g ∈ K, and
therefore ‖π(g)‖ ≤ Cr(g) for every g ∈ G. �

Proposition 2.5.4. Let G be a compactly generated, locally compact group, and
(π, V ) a Banach representation of G. Endow End(V ) with the operator norm. The
map: Mc(G) → End(V ) is continuous, and bounded by the norm µ 7→ ‖µ · Cr‖ on
Mc(G), for some natural radial function r and constant C ≥ 1.

Proof. By [Rud91, Theorem 3.29],∥∥∥∥∫
G

π(g)(v)µ(g)

∥∥∥∥ ≤ ∫
G

‖π(g)‖|µ|(g),

and by Lemma 2.5.3 this is ≤
∫
G
Cr(g)|µ|(g). �

Remark 2.5.5. Returning to Remark 2.2.3, this proposition shows why it is not
natural to require from the map G → Aut(V ) ↪→ End(V ) to be continuous in the
norm topology for End(V ): We can identify the action of elements g ∈ G with the
action of the corresponding delta measures, but in the space of measures we do not
have δgn → δg when gn → g.

Definition 2.5.6. Let G be a compactly generated, locally compact group. The
algebra Mrd(G) of rapidly decaying measures on G is the Fréchet subalgebra of
M(G) defined by the norms ‖µ ·Cr‖, for a natural radial function r and all C ≥ 1.

Proposition 2.5.7. Every Banach representation extends to a continuous homo-
morphism Mrd(G)→ End(V ).

Proof. Follows immediately from Proposition 2.5.4. �

Finally, a result that was mentioned earlier, which shows that the dual of a
representation on a reflexive Banach space is continuous in the norm topology:

Proposition 2.5.8. Let (π, V ) be a representation of a locally compact group on a
reflexive Banach space. Then the dual representation (π∗, V ∗) is continuous in the
norm topology.

Proof. Let W ⊂ V ∗ denote the subspace of elements w for which the map

G 3 g 7→ π∗(g)(w) ∈ V ∗

is continuous in the norm topology for V ∗. It will suffice to prove that W = V ∗.
Indeed, we also know (as a special case of Lemma 2.5.3) that the operators π(g),
and hence their adjoints π∗(g), are uniformly bounded for g in any compact set.
Thus, for every g in a fixed compact neighborhood of the identity, and any ε > 0,
there is a δ > 0 such that

‖w′ − w‖ < δ ⇒ ‖π∗(g)(w′)− π∗(g)(w)‖ < ε.

Hence, if we can guarantee that ‖π∗(g)(w) − w‖ is sufficiently small, for w ∈ W
and g sufficiently close to 1, the same holds for every w′ in a small neighborhood
of w.
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The set W is clearly a vector subspace, in particular convex. We will also show
below that it is weakly-* dense. Since V is reflexive, this is the same as weakly
dense. The weak and strong closures of convex sets coincide (as a corollary of the
Hahn–Banach theorem), and therefore we will conclude that W = V .

There remains to show that W is weakly-* dense. Fix a left Haar measure dg,
and consider the map C∞c (G)⊗ V ∗ → V ∗ given by

(2.5.8.1) f ⊗ v∗ 7→ π∗(fdg)(v∗).

If we fix v∗ and a compact K ⊂ G, this becomes a continuous map

C(K)→ V ∗

with respect to the norm topology on V ∗; indeed, we have

‖π∗(fdg)(v∗)‖ = sup
‖v‖=1

| 〈v, π∗(fdg)(v∗)〉 | =

= sup
‖v‖=1

| 〈π(f∗dg)(v), (v∗)〉 | �K ‖f‖ · ‖v∗‖,

by an application of Proposition 2.5.4, where we have set f∗(g) = f(g−1), and
the symbol �K a means < c · a, for a constant c depending on K. But the map
(2.5.8.1), for a fixed v∗, is equivariant with respect to the left regular action of G
on Cc(G), which is continuous. Therefore, the image of this map belongs to W .

Moreover, v∗ is in the weak-* closure of this map: it is enough to consider a
sequence of positive continuous functions fn with

∫
fndg = 1 and fn converging

weakly to the delta measure at the identity, and apply Proposition 2.3.3 to the
representation π to deduce that π∗(fndg)(v∗)→ v∗ in the weak-* topology. Thus,
we have shown that W is weakly-* dense, completing the proof.

�

Remark 2.5.9. Proposition 2.5.8 holds even without the assumption on local
compactness of G, see [Meg98b, Corollary 6.9].

If the Banach space V is not reflexive, then V ∗ may fail to be a continuous
representation with the norm topology. In this case, we can work with the subspace
of V ∗ for which this is true:

Definition 2.5.10. The contragredient of a Banach representation (π, V ) of a topo-

logical group G is the natural representation (π̃, Ṽ ) of G on the subspace Ṽ ⊂ V ∗

consisting of those vectors v∗ such that the orbit map G 3 g 7→ g ·v∗ ∈ V ∗ is (norm)
continuous.

Lemma 2.5.11. The subspace Ṽ ⊂ V ∗ of the contragredient representation is
closed.

Proof. See [BK14, §3.1] for references. �

Example 2.5.12. If G is a compact group, and V = L1(G) under the regular

representation, then Ṽ = C(G), but V ∗ = L∞(G). Moreover, ˜̃V = V , while

(Ṽ )∗ = M(G), the space of Radon measures.
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2.6. Fréchet representations of moderate growth

We continue assuming that the coefficient field is C. We also assume that the
topological group G is locally compact, and compactly generated.

Definition 2.6.1. An F-representation of G (in the language of [BK14]), or
Fréchet representation of moderate growth is a countable (inverse) limit of Banach
representations, that is, a representation on a Fréchet space V , such that V admits
an equivariant topological isomorphism

V = lim← Vn,

where the Vn’s are Banach representations of G.

Note that this is stronger than just a Fréchet representation of G: In a Fréchet
representation, for every (continuous) seminorm p, and for every compact K ⊂ G,
there is a seminorm q such that

p(π(g)(v)) ≤ q(v)

for g ∈ K, v ∈ V . For an F-representation, there is a complete system of seminorms
pn such that we can take qn = cK,n · pn, where cK,n is a scalar that depends on K
and n.

Note that by Proposition 2.5.7, the action of Mc(G) on V extends to the mea-
sures Mrd(G) of rapid decay.

Fix a (natural) radial function r, and let ‖g‖ := er(g). The following definition
is due to [Cas89]:

Definition 2.6.2. A Fréchet representation (π, V ) of G is said to be of moderate
growth if for any (continuous) seminorm p on V there exists a seminorm q and an
integer N > 0 such that

(2.6.2.1) p(π(g)v) ≤ ‖g‖Nq(v)

for all g ∈ G.

Lemma 2.6.3. Let (π, V ) be a Fréchet representation of the Lie group G. Then
the following statements are equivalent:

(1) (π, V ) is of moderate growth;
(2) (π, V ) is an F-representation.

Proof. We follow [BK14, Lemma 2.10].
If (π, V ) if of moderate growth, p is any seminorm, and q, N are a seminorm

and a positive number satisfying (2.6.2.1), setting

p̃(v) = sup
g∈G

p(π(g)v)

‖g‖N

we have inequalities p ≤ p̃ ≤ q, and p̃(π(g)) ≤ ‖g‖N p̃(v). The former implies that
the seminorms of the form p̃ define the topology, and the latter implies that they
are G-continuous.

Vice versa, if (π, V ) is an F-representation, it suffices to prove the moderate
growth condition for a system of G-continuous seminorms defining the topology.
But then it reduces to the case of Banach representations, Lemma 2.5.3. �
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Remark 2.6.4. Bernstein and Krötz introduce a more general notion of F-representations,
which allows for more general scale functions on the group than the one defined in
2.5.

Definition 2.6.5. Let V be an F-representation of G, and let V = lim← Vn be a
presentation as a limit of Banach representations. The contragredient representation
is the direct limit Ṽ = lim→ Ṽn of contragredient Banach representations (Definition
2.5.10).

Lemma 2.6.6. The contragredient representation does not depend on the chosen
fundamental system of seminorms.

Proof. Indeed, if qn denotes the chosen system of seminorms corresponding to the
spaces Vn, and q is any other G-continuous seminorm, then there is an n with q �
qn, hence a continuous map of Banach completions Vn → Vq. On contragredients,

this induces Ṽq → Ṽn → Ṽ . Thus, for another system of seminorms q′n with

completions V ′n, we have continuous maps between the spaces lim→ Ṽn and lim→ Ṽ ′n
in both directions, which are clearly inverse to each other. �

[To be added: a discussion of the concept of distinction of a Fréchet space,
i.e., the property that the inductive limit dual coincides with the “strong dual”
of uniform convergence on bounded sets. True for reflexive Fréchet spaces, which
includes nuclear spaces and, more generally, limits of Hilbert spaces.]

2.7. Unitary representations

We continue assuming that the coefficient field is C, and that the topological
group G is locally compact.

Definition 2.7.1. A unitary representation of G is a representation of G on a
Hilbert space3 V (over C) which preserves the norm (i.e. π has image in the subgroup
of unitary transformations, U(V ) ⊂ Aut(V )).

A representation (π, V ) of G on a topological vector space V is unitarizable if V
admits a (continuous, positive definite) inner product such that the corresponding
Hilbert space completion is unitary.

If V is a Hilbert space, the algebra B(V ) of bounded operators on V is a C∗-
algebra, with the hermitian adjoint corresponding to the ∗-operation. Before we
proceed, let us recall the relevant definitions.

Definition 2.7.2. A C∗-algebra is a Banach *-algebra, that is, a Banach alge-
bra with a conjugate-linear anti-involution T 7→ T ∗, which has the property that
‖T ∗T‖ = ‖T‖2. A morphism of C∗-algebras is a continuous algebra map that com-
mutes with the ∗ operation. (Note that we are not requiring the norm be preserved;
it is only used for the continuity.)

A representation of a C∗-algebra (or, more generally, of a Banach *-algebra;
sometimes called a *-representation for emphasis) A on a Hilbert space V is a mor-
phism of C∗-algebras π : A→ B(V ). Morphisms of representations are morphisms
of Hilbert spaces commuting with the action of A. The representation is called
nondegenerate if the closure of the image, π(A)V , is equal to V , and irreducible if
the only closed, invariant subspaces are 0 and V .

3We will assume throughout that Hilbert spaces are separable.
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C∗-algebras play an important role in the analysis of unitary representations
of a group. The map Mc(G)→ B(V ) defines, by pullback, a seminorm on Mc(G).
Moreover, this is a *-morphism, with the ∗-operation on Mc(G) given by:

(2.7.2.1) µ∗(g) = µ(g−1).

Assume that G is a locally compact group, with right Haar measure dg. The
restriction of all those seminorms to Cc(G)dg ⊂Mc(G) defines a norm:

‖fdg‖C∗ = sup
(π,V )

‖π(fdg)‖,

where (π, V ) ranges over all unitary representations of G.
Considering just the right regular representation R of G on L2(G, dg), we obtain

another norm

‖fdg‖C∗r = ‖R(fdg)‖.

Definition 2.7.3. The completion of Cc(G)dg with respect to the norm ‖ • ‖C∗ is
the C∗-algebra of G. Its completion with respect to ‖•‖C∗r is the reduced C∗-algebra
of G.

Proposition 2.7.4. Let G be a locally compact group. Given a unitary represen-
tation π of G, the restriction to Cc(G)dg of the induced action of Mc(G) (Proposi-
tion 2.3.3) extends continuously to a representation of C∗(G), and gives rise to an
equivalence of categories between unitary representations of G, on one hand, and
non-degenerate representations of C∗(G), on the other.

Proof. Let π be a unitary representation of G, and denote by the same symbol the
induced action of Mc(G), and its restriction to Cc(G)dg. Notice that, by the defi-
nition of the norm ‖ • ‖C∗ , we must have ‖π(µ)‖ ≤ ‖µ‖ for any µ ∈ Cc(G)dg. Since
V is complete and Hausdorff, it follows that we get a unique continuous extension
of π to C∗(G), which is immediately seen to be a *-representation. Choosing an
approximation of the identity (µn)n ∈ Cc(G)dg, by the weak-* convergence state-
ment of Proposition 2.3.3, we see that π(µn)v → v for every v ∈ V , therefore the
representation is nondegenerate.

To show the reverse direction, we start with a nondegenerate representation
(π, V ) of C∗(G), and let V ′ = π(Cc(G)dg)V , a dense subspace of V . Choose an
approximation (µn)n ∈ Cc(G)dg of the identity, and let δg denote the delta measure
at g ∈ G. Then, for every g ∈ G and v ∈ V ′, the limit π(g) := limn π(µn ? δg)v
exists, since v can be written as π(f)v′, and π(µn ? δg)π(f) = π(µn ? δg ? f),
and µn ? δg ? f → δg ? f in L1(G), hence also in C∗(G). Since ‖π(µn ? δg)‖ ≤
‖µn ? δg‖L1(G) = 1, the resulting operator π(g) on V ′ has bounded norm, hence
extends to an element of B(V ). Finally, for any fixed n and any net gi → g ∈ G,
we have that µn ? δgi → µn ? δg in L1(G), and this shows continuity of the resulting
map G× V → V .

We have (µn ? δg)
∗ = δg−1 ? µ∗n, which is an approximation of δg−1 , and this

shows that π(g−1) = π(g)∗, i.e., the representation is unitary. It is easy to see that
we have constructed two inverse functors between unitary representations of G and
nondegenerate representations of C∗(G), and that they are faithful, hence give rise
to an equivalence of categories. �
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2.8. The Plancherel decomposition

In this section, we collect results from the theory of C∗-algebras (which, in
turn, rely on results on the theory of Von Neumann-, or W ∗-, algebras). We point
the reader to [Dix77] for complete definitions and proofs.

Definition 2.8.1. The spectrum Â of a C∗-algebra A is the set of isomorphism
classes of irreducible representations of A. The unitary dual Ĝ a locally compact
group G is the spectrum of C∗(G), or equivalently (by Proposition 2.7.4), the set
of isomorphism classes of its irreducible unitary representations.

Definition 2.8.2. A linear form φ on a C∗-algebra A is called positive if φ(aa∗) ≥ 0
for all a ∈ A. A state of A is a positive linear functional φ such that ‖φ‖ = 1.

For a representation (π, V ) of a C∗-algebra A, the diagonal matrix coefficients
ωv : A 3 a 7→ 〈π(a)v, v〉 (where v ∈ V ) are called the positive forms associated to
the representation, and the states associated to the representation if ‖ωv‖ = 1.

States can be used to describe a topology on the spectrum:

Definition 2.8.3. Let π be a representation of a C∗-algebra A, and S a set of
representations of A. We say that π is weakly contained in S if every positive form
(or every state) associated to S is a weak-* limit of linear combinations of positive
forms associated to elements of S.

We endow the spectrum Â with the topology where π ⊂ S ⇐⇒ π is weakly
contained in S. In the case of Â = Ĝ, the unitary dual of a locally compact group
G, this is called the Fell topology, and convergence πi → π is equivalently described
by the requirement that, for all v ∈ π, there exists a collection (vi)i, vi ∈ πi such
that

〈vi, πi(g)vi〉 → 〈v, π(g)v〉 ,
uniformly on compact subsets of G.

For the equivalence of this definition with other definitions of the topology on
Â, see [Dix77, Theorem 3.4.10]. For this description of the Fell topology, notice
that it is enough to check weak-* convergence of bounded functionals on C∗(G) on
elements of the dense subspace L1(G), and if these are positive-definite functionals
represented by continuous functions φi with φi(1) = 1, by [Dix77, Theorem 13.5.2]
weak-* convergence is equivalent to locally uniform convergence of the φi’s.

The Fell topology is not a very nice topology; for example, it is not Hausdorff,
in general. In any case, notice, for later use, that it allows us to view Ĝ as a Borel
space.

We will now define direct integrals of Hilbert spaces. The rough idea is to bring
these spaces together as a bundle sitting over some parameter space, and then to
take a collection of measurable sections of this bundle. Of course, in order to discuss
measurability, we will need some assumptions.

Definition 2.8.4. Let X be a Borel space with a positive measure µ. For each
point x ∈ X, let Vx be a Hilbert space. A section will refer to a collection of
elements (vx)x∈X , such that vx ∈ Vx. Assume we are given a subset F of all of
the sections, which we will call the measurable sections. F is required to have two
properties:

(1) A section (vx)x is in F iff 〈vx, ux〉 is a measurable function for every section
(ux)x ∈ F .
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(2) There is a countable subset of F so that their restrictions to each Vx are
dense.

Two measurable sections are considered equivalent if they are the same almost
everywhere.

On the set of equivalence classes of measurable sections, define the inner prod-
uct

〈u, v〉 =

∫
X

〈ux, vx〉 dµ(x).

The direct integral
∫ ⊕
X
Vxdµ(x) is the Hilbert space of equivalence classes of mea-

surable square-integrable sections.

When referring to a direct integral of Hilbert spaces, we will often suppress F
in the notation and leave it implicit that such an F has been chosen.

Example 2.8.5. Assume that we may partition X =
⊔ω
n=1Xn as a union of

measurable subsets, such that if x ∈ Xn, then we have an identification of Vx with
the standard complex Hilbert space of dimension n. Then, a natural choice of F is
to let a section be measurable iff its restriction to each Xn is measurable.

Definition 2.8.6. Continue to let V be the direct integral of the Hilbert spaces
(Vx)x∈X . Assume we are given a family of operators (Tx)x∈X that essentially
bounded norms (that is, bounded except possibly on a set of measure zero). Fur-
thermore, assume this family is measurable in the sense that if (vx)x is a measurable
section then so is the pointwise image (Txvx)x. Then, we form the direct integral of
operators, which will be a bounded linear operator that acts on the direct integral
Hilbert space. In particular, let the action be defined pointwise:(∫ ⊕

x

Txdµ(x)

)(∫ ⊕
x

vxdµ(x)

)
=

∫ ⊕
x

Tx(vx)dµ(x)

The measurability of the family (Tx)x ensures that we get a well defined action
on V . The linearity and boundedness then follow easily from the definitions.

Remark 2.8.7. In the context of Definition (2.8.4), if µ′ = f ·µ is another measure,
where f is a measurable function that is µ-almost-everywhere positive, there is a

canonical isomorphism
∫ ⊕
X
Vxdµ

′(x) '
∫ ⊕
X
Vxdµ(x) given by the operators Tx =√

f(x)I. We will say that µ and µ′ are equivalent measures.

Definition 2.8.6 will be applied to families of representations, as follows: Let A
be a C∗-algebra and let ((πx, Vx))x∈X be a family of representations of A. Assume
that the Hilbert spaces (Vx)x are endowed with a measurable structure as in Defi-
nition 2.8.4, and that for every element a ∈ A the family of operators (πx(a))x∈X
is measurable. In this case, we can form the direct integral representation (π, V ).
It is given by

V =

∫ ⊕
X

Vxdµ(x) π(a) =

∫ ⊕
X

πx(a)dµ(x)

The only concern with the above definition is whether the family (πx(a))x is essen-
tially bounded in norm. The following lemma assures us that this is the case.

Lemma 2.8.8. Let A and B be C∗-algebras, and π : A → B a morphism. Then,
for all a ∈ A, ‖π(a)‖ ≤ ‖a‖.
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Proof. See [Dix77, 1.3.7]. Although we will not need so much generality, we note
that this lemma still holds when A is merely an involutive Banach algebra. �

We now come to the Plancherel decomposition for unitary representations.
Although fairly general, one must place an important restriction on the group, that
C∗(G) be postliminal. Defining postliminal would take us a bit afield, so instead we
will state as fact that as long as G is a reductive group, then C∗(G) is postliminal.
For our purposes, a reductive group means any group of two types. The first type
is a reductive real Lie group. For the second type, let F be a p-adic field. Then, G
can be the group of F points of a reductive algebraic group over F . See [Dix77,
18.9.4], [Dix77, 4.7.11] for how to show reductive implies liminal, and [Dix77,
4.2.4] for liminal implies postliminal.

Proposition 2.8.9. If A is a postliminal C∗-algebra, there is a decomposition Â =⊔ω
n=1 Ân and, for every π ∈ An, an identification of the standard n-dimensional

Hilbert space with the Hilbert space of π, so that, with respect to the standard mea-
surable structure of Example 2.8.5, the sections of operators A 3 π 7→ π(a) are
measurable.

Proof. See [Dix77, Lemma 8.6.2]. �

Theorem 2.8.10 (Plancherel Decomposition). Let G be a reductive, separable,
locally compact group, and (ρ, V ) a unitary representation of G. Then, on the

unitary dual Ĝ, there exists a mutually singular4 family of measures (µn)1≤n≤ω
such that we can form a decomposition

(2.8.10.1) V '
ω⊕
n=1

∫ ⊕
π∈Ĝ

πndµn(π)

This decomposition is unique in the sense that if another such family of measures
(µ′n)x exists, then µn and µ′n are equivalent for all n. (See Remark 2.8.7.)

Proof. Consider [Dix77, 8.6.6] in light of [Dix77, 18.7.6]. �

Example 2.8.11. In the case that G is abelian, all of the irreducible representa-
tions are 1-dimensional, so Ĝ can be identified with the set of unitary characters of
G. Letting Cχ be the one dimensional representation where the group acts by χ,
we see that the Plancherel Decomposition just becomes ”simultaneous diagonaliza-
tion”:

V =

ω⊕
n=1

∫ ⊕
χ∈Ĝ

Cnχdµn,

where Cnχ denotes an n-dimensional Hilbert space where the group acts by χ.

In practice, the isomorphism (2.8.10.1) of the Plancherel decomposition is often
described by identifying the integrands πn as Hilbert completions of certain dense
subspaces of V . [Also related to the construction of the bundle of representations
in Proposition 2.8.9 — to be added.] For this, we need the following notion:

4Two measures µ1 and µ2 on a space X are mutually singular if we can partition X = X1∪X2,
so that µ1 is 0 on subsets of X2, and µ2 is 0 on subsets of X1. This may be symbolically denoted

by µ1 ⊥ µ2.
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Definition 2.8.12. Let V be the direct integral of the Hilbert spaces (Vx)x∈X ,
and let U be a topological vector space. A morphism T : U → V is called pointwise
defined if there exists a family of morphisms Tx : U → Vx such that for each u ∈ U ,
the section (Tx(u))x∈X is equivalent to T (u).

A basic example is the following:

Proposition 2.8.13. Let G be a Lie or p-adic group, and X = H\G a homogeneous
space for G. Assume, for simplicity, that X has a G-invariant measure dx, that
we fix, or else replace functions by half-densities in what follows. Let S = C∞c (X),
with its natural topology. Then, for any direct integral decomposition

L2(X) =

∫
Ĝ

Vπµ(π),

the embedding S → L2(X) is pointwise defined.

Proof. See [Ber88, 2.3] for the “natural topology” and the proof. �

Since S is also dense in L2(X), and by assumption (Definition 2.8.4) the sections
corresponding to elements of L2(X) are dense in (almost) every Vπ, this means that
the image of Tπ : S → Vπ is dense for (almost) every π. Hence, Vπ is equal to the
Hilbert space completion of S with respect to the seminorm ‖ • ‖π on S pulled
back from Vπ. Since Vπ ' πn for some n ≤ ω, this seminorm factors through
the π-coinvariants, or maximal π-isotypic quotient of S, that is, the quotient Sπ :
S/
⋂
l Ker(l), where l ranges over all morphisms S → π. If (Hπ)π denotes the

corresponding family of Hermitian forms on S, the product Hπµ(π) can be thought
of as a measure valued in positive semi-definite Hermitian forms on S, with the
property that for (almost) every π, the corresponding form factors through Sπ. In

the context of Theorem 2.8.10, this Hermitian-form-valued-measure on Ĝ is unique,
and specifying this measure is equivalent to describing the Plancherel decomposition
(2.8.10.1).
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CHAPTER 3

Representations of compact groups

The (complex) representation theory of compact groups, in a nutshell:

(1) All representations are unitarizable, by averaging an inner product against
Haar measure.

(2) All unitary representations decompose into (Hilbert space, i.e., orthogonal
and completed) direct sums of finite-dimensional irreducibles (the Peter–
Weyl theorem), because operators of convolution by continuous measures
are Hilbert–Schmidt (hence compact).

In this chapter, G (or H) is a compact group, and we fix throughout the
probability Haar measure dg. Multiplication of functions by dg turns them into
measures which can act on the space of a representation π, and we feel free to write
π(f) for π(fdg).

3.1. Unitarity

Proposition 3.1.1. Let (π, V ) be a representation of G on a space admitting an
inner product (positive definite hermitian form). Then, it is unitarizable.

Proof. Take any positive definite hermitian form 〈 , 〉′, and integrate it over the
action of the group in order to make it invariant:

〈v, v〉 :=

∫
G

〈π(g)v, π(g)v〉′ dg.

�

3.2. Hilbert–Schmidt property of continuous convolution operators

Given a Hilbert space V , its linear dual V ∗ is identified with its complex conju-
gate V̄ . We denote by B(V ) = End(V ) the space of bounded linear operators on V ,
and by ⊗̂ the Hilbert space tensor product of two Hilbert spaces, i.e., the comple-
tion of the algebraic tensor product with respect to the Hilbert norm characterized
by ‖v ⊗ w‖ = ‖v‖ · ‖w‖.

There is a natural embedding V̄ ⊗̂V ↪→ B(V ), with v̄1 ⊗ v2 mapping to the
operator w 7→ 〈v1, w〉 · v2. (Let us take inner products to be complex-linear in
the second variable.) The image is the space of Hilbert–Schmidt operators, and
the Hilbert norm on V̄ ⊗̂V is called the Hilbert–Schmidt norm of an operator.
Explicitly:

‖T‖2HS =
∑
i

‖Tei‖2,

where ei runs over an orthonormal basis of V .
Hilbert–Schmidt operators are compact: they map bounded sets to precompact

sets.

21
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Proposition 3.2.1. Let L (resp. R) denote the left (resp. right) regular represen-
tation of G on L2(G). For every continuous measure µ on G the operator L(µ)
(resp. R(µ)) is Hilbert–Schmidt and, hence, compact.

Recall that we call a measure “continuous” if it is the product of a continuous
function by Haar measure, see Section 2.3.

Proof. Let µ = hdg. Then the operator L(µ) has the integral expression:

L(µ)(f)(x) =

∫
H

Kh(x, y)f(y)dy,

where the kernel is given by:

Kh(x, y) = h(xy−1).

The Hilbert–Schmidt norm of an integral operator T with kernel K on a mea-
sure space (X, dx) is given by:

‖T‖2HS = ‖K‖2L2(X×X).

In particular, L(µ) is Hilbert–Schmidt. (It was important here that the group was
compact for the L2-norm of Kh to be finite.) �

3.3. Recollection of spectral theorems

We recall the following spectral theorems from functional analysis.
Let V be a Hilbert space. The adjoint of a (bounded) operator T on V is the

operator T ∗ with 〈T ∗v, w〉 = 〈v, Tw〉. An operator T is called normal if T ∗T =
TT ∗, and self-adjoint if T = T ∗. The spectrum σ(T ) of an operator T is the (closed)
subset of all λ ∈ C such that T − λI is not invertible.

The idea of the spectral theorem is that the space V decomposes as an “integral”
of “eigenspaces” of T . A familiar case of an integral of eigenspaces is when V =
L2(R), in which case the theory of Fourier transform says:

V =

∫
iR
〈esx〉 ds,

with the spaces 〈esx〉 being eigenspaces for all translation operators.

Theorem 3.3.1 (Spectral theorem for normal operators). If T is a normal operator
on a Hilbert space V then there is a measure space (X,B, µ), a measurable function
λ : X → C and a unitary isomorphism: V ' L2(X,µ) which carries the operator
T to “multiplication by λ”.

Moreover, for every measurable ω ⊂ C, let E(ω) be the projection (restriction)
L2(X,µ)→ L2(λ−1(ω), µ). Then, E(σ(T )) = I, E(ω) 6= 0 for every relatively open
nonempty subset of σ(T ), and E(ω) commutes with the commutator of T in B(V ).

Proof. See [Rud91, Theorem 12.23]. The measure space (X,µ) in our formulation
is not canonical, but can be obtained from the more canonical formulation of loc.cit.
by considering subspaces of V of the form C[T ]v, for v ∈ V . �

An operator on a Banach space is compact if it maps bounded sets to pre-
compact sets (i.e. sets whose closure is compact). Compact operators form a closed
Banach subalgebra K(V ) of the algebra of bounded operators B(V ), and for a large
class of Banach spaces, that includes Hilbert spaces, K(V ) is the closure of the set
V ∗⊗V of operators with finite-dimensional range, i.e., compact operators are those
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that can be approximated in the operator norm by operators with finite-dimensional
range.

Theorem 3.3.2 (Spectral theorem for compact self-adjoint operators). Let T be
a compact self-adjoint operator on a Hilbert space V , then there is a sequence of
eigenvectors vn with (real) eigenvalues 0 6= λn → 0 (or a finite number of such
eigenvalues, if the operator is of finite range) such that

V = kerT ⊕
⊕̂

n
〈vn〉 ,

a Hilbert space (i.e., orthogonal and completed) direct sum.

Proof. See [Rud91, Theorem 12.30]. �

In particular, all eigenspaces with nonzero eigenvalues are finite-dimensional.

Theorem 3.3.3 (Schur’s lemma). If V is an irreducible unitary representation of

any group G, and S ∈ EndG(V ), then S is a scalar multiple of the identity.
If V, V ′ are two irreducible unitary representations of a group G, and T ∈

HomG(V, V ′), then T is a scalar multiple of an isometry.

Proof. For the first claim, by unitarity, the Hilbert space adjoint S∗ of S also
commutes with G; hence, we may assume that S is self-adjoint, by replacing it
with S + S∗ and i(S − S∗). Then, we claim that the spectrum σ(S) is a singleton,
making S a scalar operator by the Spectral Theorem 3.3.1. Otherwise, by the
same theorem, for two non-empty, disjoint open subsets of σ(S), the corresponding
projections E(ω1) and E(ω2) are non-zero, and have orthogonal images. But these
projections commute with the action of G, which commutes with S, hence V cannot
be irreducible.

For the second claim, it is enough to show that the self-adjoint bounded oper-
ators T ∗T and TT ∗ are scalars. Again, by unitarity, the Hilbert space adjoint T ∗

of T also commutes with G. Let S be one of these operators, and apply the first
claim. �

3.4. Peter–Weyl theorems

Let H be a compact group, and consider the space V = L2(H). It is a unitary
representation for G = H ×H.

Let (π, V ) be a finite-dimensional representation of H, and consider the matrix
coefficient map (see 2.4)

Mπ : π∗ ⊗ π → C(H).

Lemma 3.4.1. For π irreducible, the matrix coefficient map is an embedding. For
π, σ irreducible and non-isomorphic, the images of their matrix coefficient maps are
orthogonal in L2(H).

Proof. The matrix coefficient map is an embedding (injection), because it is clearly
non-zero, and π∗ ⊗ π is an irreducible representation of G = H ×H.

If π, σ are irreducible and non-isomorphic, the orthogonal projection from the
image of Mπ to the image of Mσ is G-equivariant, and since π∗⊗π is not isomorphic
to σ∗ ⊗ σ (already as an 1×H-representation), it has to be zero. �

Notice that the image of the matrix coefficient map consists of (left and right)
finite vectors (since π ⊗ π∗ is finite dimensional). Our goal is to prove:
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Theorem 3.4.2 (Peter–Weyl theorem). The matrix coefficient maps give rise to
a canonical isomorphism

(3.4.2.1) L2(H) '
⊕̂

π∗ ⊗ π

(orthogonal, completed direct sum), where π runs over representatives for the iso-
morphism classes of irreducible, finite dimensional representations of H.

Proof. We start with the following assertions:

• Let µn be a sequence of positive probability measures on G, supported
on a fixed compact neighborhood of the identity, which converge to δ1
in the weak-* topology of Mc(G); we will refer to such a sequence as an
approximation of the identity. Then, for any Banach representation (π, V )
and vector v ∈ V we have π(µn)v → v.

This follows from Proposition 2.5.4.
• For any subrepresentation V of L2(H) under the right (or left) regular

action, continuous functions are dense in V .
Indeed, it is enough to choose an approximation (µn)n of the identity

by continuous measures (i.e., continuous functions times a Haar measure).
By the above, L(µn)(f)→ f for every f ∈ V , but L(µn)(f) is simply the
convolution µn ? f , which is continuous. Thus, continuous functions are
dense.

• Right-finite (or left-finite) functions are dense in any closed, invariant
subspace of L2(H).

This is the most important step of the proof. Assume to the con-
trary that there is a non-zero closed subspace V without a dense subspace
of right-finite functions, which (by taking orthogonal complement of the
subspace of right-finite functions) reduces to the case where V does not
have any right-finite vectors. We can find a continuous, self-adjoint mea-
sure µ on H such that L(µ)V 6= 0. Here, by self-adjoint we mean that

the operator L(µ) is self-adjoint, which is equivalent to h(g−1) = h(g) if
µ = hdg — exercise! The existence of such a measure follows by approxi-
mating the identity by positive, continuous self-adjoint measures µn, and
then using the fact that µn(v)→ v for every vector v. We know (Propo-
sition 3.2.1) that L(µ) is compact, hence by the Spectral Theorem 3.3.2
there is a non-zero (real) eigenvalue λ of L(µ), and the λ-eigenspace is
finite-dimensional. But the λ-eigenspace for L(µ) is stable under the right
action of H, hence there are right-finite vectors, a contradiction.

Now let π be a finite-dimensional irreducible representation of H; by the previ-
ous point, such representations exist. We have a tautological map T : HomH(π, L2(H))⊗
π → L2(H), where we only consider the right regular representation. Moreover, the
image of T lies in the subspace C(H) of continuous functions. If we endow the space

HomH(π, L2(H)) with the action induced from the left regular representation of H
on L2(H), the map T is equivariant. Evaluation at the identity defines a morphism
Hom(π, L2(H)) → π∗, whose kernel is (tautologically) trivial. We conclude that
the π-isotypic component of L2(H) under the right representation (the image of
T ) is isomorphic to π∗ ⊗ π. Those subspaces, as the isomorphism class of π varies,
are mutually orthogonal by Lemma 3.4.1, and they span a dense subspace, by the
points above. This proves the L2-part of the theorem.
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�

Remark 3.4.3. If π is endowed with an invariant Hilbert norm, so π∗ = π̄, the
decomposition (3.4.2.1) is not an isometry. This will be the subject of the Plancherel
formula, Theorem 3.5.1.

Theorem 3.4.4. Every Fréchet representation (π, V ) of H contains a dense sub-
space of finite vectors. In particular, every irreducible Fréchet represenation is finite
dimensional. Every Hilbert representation of H is the Hilbert space direct sum of
irreducibles.

Proof. Let fndh be an approximation of the identity by positive, continuous prob-
ability measures. Then, given a convex neighborhood U ⊂ V of zero, and a vector
v ∈ V , we have π(fndh) ∈ v + 1

2U , for large n, by Proposition 2.3.3.
Now fix such a large n, and choose a sequence hj of finite functions such that

hj → fn in L2(H). In particular, hj → fn in L1(H), and the measures hjdh
converge strongly to fndh. Again by Proposition 2.3.3, we have π(hjdh)(v) →
π(fndh)(v), hence π(hjdh)(v) ∈ v + U , for large j.

But, for a vector v ∈ V , π(µn)v is finite since µn is left-finite. This proves the
first claim, and the others follow easily.

�

Proposition 3.4.5. Assume that H is a compact Lie group (or just a compact
group, ignoring mentions of smooth vectors below). We have a sequence of dense
inclusions of Fréchet spaces:

(3.4.5.1) L2(H)fin ⊂ C∞(H) ⊂ C(H) ⊂ L2(H),

where fin denotes left and right finite functions.

Proof. If H is a Lie group, we can show as in the proof of Theorem 3.4.2, by
choosing a smooth approximation of the identity, that any subrepresentation of
L2(H) contains a dense subspace of smooth vectors, and that L2(H)fin belongs to
the space of smooth functions.

We then apply Theorem 3.4.4 to any of these Fréchet spaces, viewed as a
representation of the group H ×H. �

3.5. The Plancherel formula

The Plancherel formula expresses a function f ∈ L2(H) (using probability Haar
measure for the L2-norms throughout) in terms of its spectral transforms, which
have to be defined as explicit projections onto the summands π∗ ⊗ π of the Peter–
Weyl theorem. Of course, f decomposes as a convergent sum of its orthogonal
projections to those subspaces, but these are not the most natural projections to
consider in practice. Instead, the “natural” projection is the map

f 7→ π(fdh) ∈ End(π) = π∗ ⊗ π
(where dh is the probability Haar measure).

Hence, the content of the Plancherel formula is the comparison of these “nat-
ural” projections with the orthogonal ones.

Theorem 3.5.1. For any f ∈ L2(H), we have

(3.5.1.1) ‖f‖2 =
∑
π

‖π(fdh)‖2HS · d(π),
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where π ranges over all isomorphism classes of irreducible unitary representations
of H, d(π) denotes the dimension of π, and ‖ · ‖HS denotes the Hilbert–Schmidt
norm on End(π), i.e., the Hilbert norm on π∗ ⊗ π.

If f ∈ C(H) can be written as the convolution of two functions in L2(H) (or a
linear combination thereof), then we have

(3.5.1.2) f(1) =
∑
π

tr (π(fdh)) · d(π),

with the right hand side being absolutely convergent.

Proof. Assume that f ∈ L2(H). The right regular action R(fdh) is represented
by the kernel Kf (x, y) = f(x−1, y), i.e.,

R(fdh)Φ(x) =

∫
Φ(y)f(x−1y)dy.

Calculating the Hilbert–Schmidt norm of this operator we get, on one hand,

‖R(fdh)‖2HS = ‖Kf‖2L2(H×H) = ‖f‖2,

and on the other, by the Peter–Weyl theorem 3.4.2,

‖R(fdh)‖2HS =
∑
π

dim(π∗)‖π(fdh)‖2HS =
∑
π

d(π)‖π(fdh)‖2HS .

This proves (3.5.1.1).
Now let f be the convolution of two L2-functions: f = f1 ? f2. Then, f(1) =

〈f∗1 , f2〉 , where f∗1 (g) = f1(g−1), and ? denotes convolution (=pushforward by the
multiplication map H ×H → H). (We take the linear factor to be the second one
in the hermitian inner products.)

By the Plancherel formula just proven, we have (with all sums absolutely con-
vergent)

〈f∗1 , f2〉 =
∑
π

d(π) 〈π(f∗1 dh), π(f2dh)〉HS =

=
∑
π

d(π)tr (π(f1dh) ◦ π(f2dh)) =
∑
π

d(π)tr (π(fdh)) ,

where we have used the fact that, for two Hilbert–Schmidt operators T1, T2, we
have tr(T1 ◦ T2) = 〈T ∗1 , T2〉HS . �

Remark 3.5.2. If f = f1 ? f2, so R(f) = R(f1) ◦R(f2), the operator R(f), being
the composition of two Hilbert–Schmidt operators, is a trace class operator, and its
trace can be computed in any orthogonormal basis of the Hilbert space.

Hilbert–Schmidt and trace class operators form ideals in the algebra B(V ) of
bounded operators on a Hilbert space V , let us denote them by B(V )2 and B(V )1,
respectively. We have inclusions

B(V )1 ⊂ B(V )2 ⊂ K(V ) ⊂ B(V ),

where K(V ) is the subspace of compact operators. The first two inclusions are
dense, and the last one is closed. The space of trace class operators admits a norm,
under which

K(V )∗ = B(V )1,

B(V )∗1 = B(V ).
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The first equality, restricted to the dense subspace of Hilbert–Schmidt operators in
K(V ), can be taken as the definition of trace class operators, i.e., an operator T is
trace class if

sup
S∈B(V )2,‖S‖≤1

| 〈T, S〉HS | ≤ ∞,

where ‖S‖ is the operator norm, not the Hilbert–Schmidt norm of S, which ensures
that the Hilbert–Schmidt pairing extends to a pairing between B(V )1 and the space
of compact operators. It can be shown that trace class operators are precisely the
compositions of two Hilbert–Schmidt operators.

In practice, there are many situations where a continuous function can be shown
to be a convolution of two functions. For example, it is a corollary of the Dixmier–
Malliavin theorem that if G is a compact Lie group then every smooth function of
G is a convolution of two smooth functions, hence the pointwise Plancherel formula
applies to smooth functions.

On the other hand, pointwise convergence for general continuous functions fails,
even for the example of Fourier series when H = S1!

3.6. Example: Spherical harmonics

We finish this chapter with a classical example, the decomposition of the space
L2(Sn) into irreducibles for the action of SO(n + 1). Here, Sn is the unit sphere
in Euclidean space Rn+1, and G = SO(n + 1) is the special orthogonal group of
length-preserving linear transformations of determinant +1. We follow the notes
[Gal].

Here, we work with real-valued functions and real Hilbert spaces; the trans-
lation to complex-valued functions is immediate, after tensoring by C. We let G
act on the right on Rn+1, and by fixing a base point we have an isomorphism
Sn = SO(n)\SO(n+ 1), which proves (inductively) that SO(n) is compact.

Lemma 3.6.1. Restrictions of polynomials on Rn+1 are dense in L2(Sn).

Proof. Apply the Stone–Weierstrass theorem. �

The restriction map R[Rn+1] → L2(Sn) is not injective. For example, on
S1 = exp(iR) we have x2 + y2 = 1.

One proves that it is enough to restrict to harmonic polynomials, that is, eigen-
values for the Laplacian ∆ on Rn+1. The proof goes as follows: We define an
isomorphism P 7→ ∂(P ) between the algebra of polynomials and the algebra of
linear differential operators with constant coefficients on V = Rn+1, given in an
orthonormal set of coordinates (xi)i by xi 7→ ∂

∂xi
. (Up to a scalar, this is simply

the Fourier transform of a differential operator, when we use the inner product to
identify the space V with its dual V ∗.) Then one easily sees that the pairing

(3.6.1.1) 〈P,Q〉 = ∂(P )Q

is an inner product on the space R[V ]k of homogeneous polynomials of degree k,
or a hermitian inner product on C[V ]k.

Lemma 3.6.2. The Laplace operator

∆ : R[V ]k+2 → R[V ]k

is surjective for every k ≥ −1 (setting R[V ]−1 = 0).
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Proof. If Q ∈ R[V ]k is orthogonal to the image of ∆ then for every P ∈ R[V ]k+2

we have
0 = 〈Q,∆P 〉 =

〈
‖x‖2Q,P

〉
(by basic properties of Fourier transform), hence ‖x‖2Q = 0, and therefore Q =
0. �

The same argument shows

Lemma 3.6.3. If Hk+2 ⊂ R[V ]k+2 denotes the subspace of harmonic polynomials
(∆P = 0), we have an orthogonal decomposition

R[V ]k+2 = Hk+2 ⊕ ‖x‖2R[V ]k.

Proof. Indeed, if P ∈ Hk+2 and Q ∈ R[V ]k, we have〈
‖x‖2Q,P

〉
= 〈Q,∆P 〉 = 0,

which shows that the two subspaces are orthogonal. By 3.6.2, their dimensions are
complementary; this proves the lemma. �

This shows:

Proposition 3.6.4. We have an orthogonal decomposition

R[V ]k = Hk ⊕ ‖x‖2Hk−2 ⊕ ‖x‖4Hk−4 ⊕ . . . .
The restriction of every polynomial to Sn is equal to the restriction of a linear
combination of harmonic polynomials.

Proof. The first statement follows by induction from Lemma 3.6.3, and the second
because ‖x‖ = 1 on the unit sphere. �

Now, if ∆S is the Laplacian on Sn, and r = ‖x‖ is the radial coordinate, the
Laplacian on Rn+1 can be written

(3.6.4.1) ∆ =
1

rn
∂

∂r

(
rn

∂

∂r

)
+

1

r2
∆S .

Hence,

Lemma 3.6.5. If P ∈ Hk, then P |Sn is an eigenvector of the Laplacian ∆S with
eigenvalue −k(n+ k − 1).

Proof. We write P (r, θ) = rkf(θ), with θ the coordinate on Sn, and the result
follows from (3.6.4.1). �

This leads to the main result:

Theorem 3.6.6. If Hk denotes the space of harmonic polynomials, homogeneous
of degree k, on Rn+1, the restriction maps

Hk → L2(Sn)

are injective (allowing us to identify Hk as a subspace of L2(Sn), and we have an
orthogonal direct sum decomposition

L2(Sn) =
⊕̂∞

k=0
Hk.

This is the decomposition of L2(Sn) into irreducible representations for the group
SO(n+ 1).
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Proof. The restriction of a homogeneous polynomial to Sn determines the poly-
nomial, therefore the maps R[R]k → L2(Sn) (and, a fortiori, their restriction to
harmonic polynomials) are injective for every k.

The Laplacian ∆S is a self-adjoint operator; therefore, its eigenspaces corre-
sponding to distinct eigenvalues are mutually orthogonal. This applies to the spaces
Hk, by Lemma 3.6.5.

By Lemma 3.6.1, restrictions of polynomials to Sn are dense, and by Proposi-
tion 3.6.4, those are the same as the restrictions of harmonic polynomials.

The group G = SO(n + 1) preserves the metric on Sn, therefore its action on
C∞(Sn) commutes with the Laplacian. In particular, eigenspaces for ∆S are stable
under G.

[Proof of irreducibility to be added.] �
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CHAPTER 4

Lie groups and Lie algebras: general properties

In this chapter we begin studying representations of compact, and non-compact,
Lie and algebraic groups. The focus will be on the representation theory of reductive
algebraic groups over R, and over the p-adic numbers. All compact Lie groups are
reductive algebraic, and most of the interesting non-compact Lie groups are such.

The study of continuous representations of compact Lie groups goes in parallel
with the study of algebraic representations of their complexifications, and with
finite-dimensional representations of their Lie algebras. We will introduce these
topics a little more generally, in order to be able to use them later for non-compact
Lie (algebraic) groups and their infinite-dimensional representations.

4.1. Lie groups, group schemes, algebraic groups

Definition 4.1.1. A Lie group is a group in the category of differentiable manifolds.

Remark 4.1.2. As a corollary of the Baker–Campbell–Hausdorff formula that we
will prove later, any Lie group is automatically real-analytic. See Proposition 4.4.8.
In many references it is defined from the outset as a group in the category of analytic
manifolds.

Definition 4.1.3. A group scheme (over a base scheme S) is a group in the category
of (S-)schemes.

If S = Spec(k), where k is a field in characteristic zero, then a k-group scheme
is automatically smooth over k, see Theorem 4.6.7. This is not the case in positive
characteristic, as the following example shows:

Example 4.1.4. Consider the (smooth) additive group scheme over k = Fp:
Ga = Speck[T ]

with the obvious group structure. For instance, addition Ga × Ga → Ga is given
by the morphism induced by:

k[T ] 3 f(T ) 7→ f(T1, T2) ∈ k[T ]⊗k k[T ] = k[T1, T2].

Now consider the “Frobenius” homomorphism:

Ga → Ga
k[T ] 3 f(T p) ← f(T ) ∈ k[T ].

The kernel K of this homomorphism is, as a scheme, isomorphic to k[T ]/(T p), with
the embedding K → Ga given by the quotient map:

k[T ]→ k[T ]/(T p)

and the inherited addition morphism:

k[T ]/(T p) 3 f(T ) 7→ f(T1, T2) ∈ k[T ]/(T p)⊗k k[T ]/(T p) = k[T1, T2]/(T p1 , T
p
2 ).

31
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Notice that this is a k-group scheme with a unique closed point (the identity),
but it is not the trivial k-group scheme Spec(k), as it has non-trivial tangent space
(=Lie algebra), i.e. it is not reduced (hence not smooth).

Other examples of group schemes that are not smooth can be obtained, e.g.
over Zp, for instance by taking the subgroup of GL2 (defined over Z) which stabilizes
the quadratic form Q(x, y) = p(x2 + y2). The fiber of this over the generic point
SpecQ is an orthogonal group in two variables (hence of dimension 1), while the
fiber over the special point SpecFp is GL2 (of dimension 4) – in particular, this is
not a smooth group scheme.

Definition 4.1.5. An algebraic group over a field k is a smooth group scheme over
k. If an algebraic group is affine, it is called a linear algebraic group.

The following is a very basic theorem about quotients:

Theorem 4.1.6. Let G be a Lie or linear algebraic group over a field k, and H a
closed subgroup. In the first case, the quotient G/H exists as a smooth manifold.
In the second case, there is a linear representation G→ GL(V ) such that H is the
stabilizer of a line, and the quotient G/H is isomorphic to a locally closed subset
of P(V ), hence quasiprojective.

Proof. Omitted, together with the definitions of quotients. Notice that the quo-
tient in the case of algebraic groups is taken in the fpqc topology; i.e., the maps
G(R)/H(R) → (G/R)(R) are not surjective for any k-algebra R, but they are
surjective over some faithfully flat, quasi-compact cover. �

4.2. Lie algebras; the Lie algebra of a Lie or algebraic group

Definition 4.2.1. A Lie algebra over a ring k is a k-module g with a bilinear,
antisymmetric operation

[•, •] : g ∧ g→ g,

satisfying the Jacobi identity:

(4.2.1.1) [X, [Y,Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0.

A morphism of Lie algebras T : g→ h over k is a k-linear map T from g to h,
which is compatible with the Lie bracket: [T (X), T (Y )] = T ([X,Y ]).

There is a functor from associative algebras to Lie algebras, mapping an as-
sociative algebra A to the Lie algebra Lie(A), with the same underlying set and
Lie bracket [X,Y ] = XY − Y X. We will often write simply A for the Lie algebra
Lie(A).

Definition 4.2.2. A representation of a Lie algebra g on a vector space V is a
morphism of Lie algebas g→ End(V ).

Definition 4.2.3. The adjoint representation of a Lie algebra g is the homomor-
phism ad : g→ End(g) given by ad(X)(Y ) = [X,Y ].

Remark 4.2.4. These notions explain the meaning of the Jacobi identity (4.2.1.1):
It simply says that the adjoint map is, indeed, a representation.

Example 4.2.5. Let A be an associative algebra, and consider the submodule
Der(A) ⊂ End(A) of derivations, i.e., endomorphisms D satisfying the Leibniz rule
D(fg) = fDg +D(f)g. It is a Lie subalgebra of End(A).
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For a manifold or algebraic variety M , we will be denoting by Der(M) the
derivations on M , i.e., sections of the tangent bundle of M .

Given a Lie group G, or an algebraic group over a field k, its tangent space
g = T1G at the identity can be endowed with the structure of a Lie algebra. This
works as follows: First, evaluation of a vector field at the identity defines a linear
maps

Der(G)→ g.

Let Der(G)G-left and Der(G)G-right denote, respectively, the subspaces of left-
and right- invariant derivations. For example, a left-invariant vector field V has
the property that L(g)∗V = V for every g ∈ G, where L(g) is the left action of g
on G. Then

Lemma 4.2.6. Evaluation at the identity gives bijections

Der(G)G-left ∼−→ g,

Der(G)G-right ∼−→ g.

These bijections are mapped to each other under the inversion map g 7→ g−1 on G,
which acts by −1 on g.

Proof. This is clear from the definitions. �

Derivations satisfy the Jacobi identity (think of them, locally, as a subalgebra
of the Lie algebra associated to the endomorphism algebra of smooth/algebraic
functions), which gives rise to a Lie algebra structure on g:

Definition 4.2.7. The space g = T1G, endowed with the Lie bracket of its identi-
fication with left- invariant derivations according to Lemma 4.2.6, is the Lie algebra
of the group G.

Notice that the identification with right-invariant derivations would give the
opposite Lie bracket.

Definition 4.2.7 makes sense for an algebraic group over a field k, as well,
producing a Lie algebra over k. In positive characteristic, this Lie algebra has
extra structure:

Definition 4.2.8. Let k be a field of characteristic p > 0. A restricted Lie algebra
over k is a Lie algebra g together with an operation X 7→ X [p] such that:

(1) ad(X [p]) = ad(X)p;
(2) (tX)[p] = tpX [p] (for t ∈ k, X ∈ g);

(3) (X+Y )[p] = X [p] +Y [p] +
∑p−1
i=1 i

−1si(X,Y ), where si(X,Y ) is the coeffi-

cient of ti in ad(tX +Y )p−1(X); in particular, if [X,Y ] = 0, (X +Y )[p] =
X [p] + Y [p].

Example 4.2.9. If A is an associative algebra over k, then Lie(A) is a restricted
Lie algebra, with A[p] = Ap. In particular, if G is an algebraic group over k, the
p-th power of a left-invariant vector field, viewed as a differential operator, is also
a left-invariant vector field, and endows the Lie algebra g with the structure of a
restricted Lie algebra.
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4.3. The universal enveloping algebra and the Poincaré–Birkhoff–Witt
theorem

The functor A 7→ Lie(A) from associative to Lie algebras has a left adjoint.

Definition 4.3.1. Given a Lie algebra g, the initial object U(g) of the category of
associative algebras A with a homomorphism of Lie algebras: g → A is called the
(universal) enveloping algebra of g.

Equivalently, the association g → U(g) is left adjoint to the natural functor
from associative to Lie algebras, i.e.

HomLie(g,Lie(A)) = HomAssoc(U(g), A)

for every associative algebra A.

In other words, U(g), together with the homomorphism g→ U(g) is defined by
the universal property that any other homomorphism of Lie algebras g→ A factors
uniquely through U(g).

Proposition 4.3.2. The universal enveloping algebra of any Lie algebra g exists.

Proof. One can construct it as the quotient of the tensor algebra of g,

Tg :=
⊕
n≥0

g⊗
n

,

by the two-sided ideal generated by all elements of the form:

X ⊗ Y − Y ⊗X − [X,Y ], X, Y ∈ g.

(The rest of the proof is left to the reader.)
�

Example 4.3.3. Let X be a smooth manifold, or an algebraic variety (over a field
k). Let g = Der(X) be the vector space of derivations, or vector fields on X: these
are sections of the tangent bundle of X.1 Then, g is a Lie algebra, and U(g) is, by
definition, the algebra of (smooth/algebraic) differential operators on X.

The universal enveloping algebra is (N-)filtered : We have F 0U(g) = k, F 1U(g) =
g ⊕ k, and FnU(g) = the subspace generated by n-fold products of elements of
F 1U(g).

Definition 4.3.4. Let A be an algebra with an increasing N-filtration, and write
F i simply for F iA: A =

∑
n≥0 F

nA, F i ⊂ F i+1, and F i · F j ⊂ F i+j . Set, by

convention, F−1 = 0.
The associated graded algebra of A is the N-graded algebra

grA =
⊕
i≥0

griA =
⊕
i≥0

F iA/F i−1A.

The Rees algebra of A is the N-graded algebra

A =
⊕
i≥0

F iA · ti ⊂ A⊗ k[t].

1In algebraic geometry, derivations are defined as certain endomorphisms of the structure
sheaf, and are used to define the tangent bundle.
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Lemma 4.3.5. In the setting of Definition 4.3.4, the Rees algebra A is a free k[t]-
module, its fiber over any t = a 6= 0 (i.e., the quotient A/(t − a)A) is canonically
isomorphic, through the evaluation map t 7→ a, to the original filtered algebra A,
and its fiber over t = 0 (i.e., the quotient A/tA) is canonically isomorphic to its
associated graded grA.

Proof. The fact that it is free over k[t] is obvious.
Away from t = 0, that is, if we tensor with k[t−1], we get an isomorphism

A⊗ k[t−1] = A⊗ k[t−1, t],

so the fiber at t = a 6= 0 is isomorphic to A through the evaluation map.
On the other hand, the element t is homogeneous, so the quotient A/(t) is also

a graded algebra, with i-th graded piece equal to F iA · ti/t · F i−1A · ti−1 = griA.
�

The structure of the universal enveloping algebra is described by the Poincaré–
Birkhoff–Witt theorem:

Theorem 4.3.6 (Poincaré-Birkhoff-Witt). Let g be a Lie algebra over a field k.
Then there is a canonical isomorphism

(4.3.6.1) grU(g) ' S(g),

where S(g) denotes the symmetric algebra in g.
In particular, if we choose a linearly ordered vector space basis (Xi)i∈I (possibly

with infinite indexing set I), then the monomials of the form Xr1
i1
Xr2
i2
· · ·Xrk

ik
, with

i1 < i2 < · · · < ik, form a vector space basis for U(g).

Proof. First, we construct a natural surjection:

S(g)→ grU(g).

The symmetric algebra S(g) is the homogeneous quadratic algebra T (g)/(R),
where Tg is the tensor algebra T =

⊕
T i with T i(g) = g⊗ · · · ⊗ g (i times), and R

the subspace of T 2(g) (hence “homogeneous quadratic”) generated by elements of
the form x⊗ y− y⊗ x. The notation (R) denotes the two-sided ideal generated by
R.

On the other hand, U(g) is the inhomogeneous quadratic algebra T (g)/(P ),
where P ⊂ T≤2(g) the subspace generated by elements of the form x⊗ y− y⊗ x−
[x, y].

The image of P under the quotient T≤2(g) → T 2(g) is equal to R, and this
implies that the ideal (R) is in the kernel of the natural surjective map

S(g) = grT (g) =
⊕
i

T≤i(g)/T≤i−1(g)→ grU(g).

The hard part of the proof is to show that the resulting map S(g) = T (g)/(R)→
grU(g) is an isomorphism. The proof uses the Jacobi identity in an essential way:

The idea of the proof is to construct a representation ρ of g (equivalently:
of U(g)) on the free vector space V generated by the monomials Xr1

i1
Xr2
i2
· · ·Xrk

ik
.

This representation will have the property that Y = Xr1
i1
Xr2
i2
· · ·Xrk

ik
, considered

as an element of U(g), takes 1 ∈ V to Xr1
i1
Xr2
i2
· · ·Xrk

ik
(a posteriori, it is just left

multiplication on U(g)). In particular, the map U(g) 3 Y 7→ ρ(Y )(1) ∈ V is
injective, which proves the theorem.
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Define the structure constants of the Lie algebra, ckij , by [Xi, Xj ] =
∑
k c

k
ijXk.

We write every monomial as above in the form YM , where M = (j1 ≤ j2 ≤ · · · ≤ jn)
is a finite ordered sequence of elements of the indexing set I (with repetitions).
This includes the element Y∅ = 1 ∈ k. Notice that we will be using the letter X for
elements of g, and the letter Y for elements of V , to distinguish them. We define
the representation as a filtered map

g× V → V,

with respect to the filtration of V by the subspaces Vn spanned by monomials of
length ≤ n (with the elements of g in degree 1, of course). First of all, we set

Xi · Y∅ = Y(i).

Assume now that we have defined a map g× Vn−1 → Vn, n ≥ 1, satisfying the
following three properties:

• Xi · YM = Y(i,M) when i ≤ the smallest (first) element of M (which we
will denote by i ≤M ;
•

(4.3.6.2) Xi · Y(j1≤···≤jn) = Y(j1≤···≤i≤···jn) + lower order terms;

•
(4.3.6.3) Xi · (Xj · YM )−Xj · (Xi · YM ) = [Xi, Xj ] · YM .
We define the map on g × Vn, inductively on the basis elements (i.e., assuming it
has been defined for Xj with j < i) by

Xi · Y(j,M) =

{
Y(i,j,M), if i ≤ j
Xj · (Xi · YM ) +

∑
k c

k
ijXk · YM , otherwise.

Then, the first of the three properties above holds by definition. For (4.3.6.2),
also by the definition, if the ordering is j1 ≤ · · · ≤ jm < i ≤ . . . , also by the
definition we have

Xi · Y(j1≤···≤jn) = Xj1 · · ·Xjm ·Xi · Y(jm+1,... ) + lower order terms

= Y(j1≤···≤i≤···jn) + lower order terms.

Finally, for (4.3.6.3), if i = j, both sides are zero. Also, since both sides are
anti-symmetric in i and j, we may assume that i > j. In j ≤M , then the property
holds by definition. Assume now that M = (k,N) with j > k. Then, by definition,

Xj · Y(k,N) = Xj · (Xk · YN ) = Xk · (Xj · YN ) + [Xj , Xk] · YN ,
and similarly for Xi · Y(k,N). By (4.3.6.2), the element Xj · YN can be written as
Y(j,N)ord

+ lower order terms, where (j,N)ord denotes the ordering of the multiset
obtained by appending j to N . Since k ≤ N and k < N , by the above and by the
induction hypothesis we have

Xi · (Xk · (Xj · YN )) = Xk · (Xi · (Xj · YN )) + [Xi, Xk] · (Xj · YN ).

Thus,

Xi · (Xj · YM )−Xj · (Xi · YM ) = Xi · (Xj · (Xk · YN ))−Xj · (Xi · (Xk · YN )) =

= Xk · (Xi · (Xj ·YN ))+ [Xi, Xk] · (Xj ·YN )+ [Xj , Xk] · (Xi ·YN )+ [Xi, [Xj , Xk]] ·YN
−Xk · (Xj · (Xi ·YN ))− [Xj , Xk] · (Xi ·YN )− [Xi, Xk] · (Xj ·YN )− [Xj , [Xi, Xk]] ·YN .
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By the Jacobi identity, this is equal to

Xk · (Xi ·Xj −Xj ·Xi) · YN + [Xk, [Xi, Xj ]] · YN ,
and again by the induction hypothesis this is is

Xk · [Xi, Xj ] · YN + [Xk, [Xi, Xj ]] · YN ,
and once more by the induction hypothesis this is

[Xi, Xj ] ·Xk · YN = [Xi, Xj ] · YM ,
as desired.

�

Remark 4.3.7. A different and more general proof by Braverman and Gaitsgory
interprets the Jacobi identity in terms of Hochschild cohomology, see [BG96]. We
summarize the ideas: In this proof, instead of starting from U(g), we start from the
symmetric algebra S(g), and construct the Rees algebra of U(g) as a deformation
of that.

Let A = S(g), considered as a graded algebra. An i-th level graded deformation
of A will be a graded k[t]/k[t]ti+1-algebra Ai (where deg(t) = 1), which is free
as a k[t]/k[t]ti+1-module, together with an isomorhism of Ai/tAi ' A. A graded
deformation A of A will be a graded algebra over the polynomial ring k[t], which
is free as a module over this ring, together with an isomorphism A/tA ' A.

Suppose we are given a first-level deformation A1 → A, and choose a splitting
A→ A1 as a graded k[t]-module, so that A1 = A⊕ tA. Then, the multiplication on
A1 is described by a k-linear map f : A⊗A→ A, homogeneous of degree −1, such
that (a + t · 0) · (b + t · 0) = ab + tf(a, b). The associativity condition is rewritten
in terms of f as:

(4.3.7.1) f(a, b)c− f(ab, c) + f(a, bc)− af(b, c) = 0,

for any a, b, c ∈ A.
It turns out that this condition defines a Hochschild cocycle. The Hochschild

cohomology of A is the derived functor of HomA⊗Aop(A,A), the endomorphisms of
A as an A-bimodule. It can be computed using the bar resolution by free bimodules

Bi(A) = A⊗
i+2

, with the boundary map Bi(A)→ Bi−1(A) given as the alternating
sum of replacements a⊗ b 7→ ab, over all identifications of A⊗A with the (j, j+ 1)-
st factor of Bi (where j = 0 . . . i). So, the derived functor ExtiA⊗Aop(A,A) can be
computed in terms of the complex consisting of

HomA⊗Aop(Bi(A), A),

which is the same as
Hom(A⊗

i

, A)

with appropriate boundary maps. For i = 2, the cocycle condition is precisely the
equation (4.3.7.1). One checks that the choice of splitting A → A1 changes the 2-
cocycle by a coboundary, so the first-level deformations of A correspond uniquely to
classes in H2(A) (second Hochschild cohomology group). In fact, since A is graded,
so is the Hochschild cohomology, and we get a bijection between isomorphism classes
of first-level deformations, and the −1-graded piece H2

−1(A).
There is a similar description of extensions of an i-th level deformation to an

(i + 1)-st level deformation by H2
−i−1(A), provided such deformations exist. The

obstruction to the existence of such a deformation is an element of H3
−i−1(A).
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Now, it so happens that A = S(g) is a Koszul algebra. One of the equivalent
definitions of this notion for N-graded algebras is that A0 = k, and A0 = A/A>0,
as a graded A-module, has a graded projective resolution

· · · → P (2) → P (1) → P (0) → A/A>0 → 0

where P (i) is generated by homogeneous elements in degree i. This turns out to
be equivalent, for a homogeneous quadratic algebra of the form Q(V,R), to the
statement that the bar resolution can be replaced by a resolution by the subspaces

K̃i = A⊗Ki ⊗ A, where Ki is the intersection of the spaces V ⊗
j ⊗ R ⊗ V ⊗i−j−2

,
0 ≤ j ≤ i − 2. Then, the following four conditions on the generator P of the
non-homogeneous quadratic ideal:

(1) P ∩ F 1(T (V )) = 0; hence, we can write every element of P as r + α(r) +
β(r), with r ∈ R, α(r) ∈ T 1(V ), β(r) ∈ T 0(V ) = k;

(2) Im(α⊗ I − I ⊗ α) ⊂ R; (this map is defined on K3 = R⊗ V ∩ V ⊗R);
(3) α ◦ (α⊗ I − I ⊗ α) = −(β ⊗ I − I ⊗ β);
(4) β ◦ (α⊗ I − I ⊗ α) = 0

(where the second, third, and fourth condition follow from the Jacobi identity, in
our case) have, correspondingly, the following cohomological interpretations:

(1) this is just saying, as remarked, that we can write every element of P as
r + α(r) + β(r);

(2) dα = 0; thus, α defines a cohomology class in H2(A), which can be checked
to belong to H2

−1(A), thus defining a first-degree deformation of A;
(3) the cocycle representing the obstruction to a second-level deformation is

trivial;
(4) the cocycle representing the obstruction to a third-level deformation is

trivial.

Then, it turns out that for Koszul algebras every third-level graded deformation
extends uniquely to a graded deformation A over k[t].

The PBW theorem has several corollaries:

Proposition 4.3.8. The universal enveloping algebra U(g) is Noetherian.

Proof. This follows from the Noetherian property of grU(g) = S(g) by the follow-
ing standard argument: if J1 ⊂ J2 ⊂ · · · is an increasing sequence of ideals, then so
is grJ1 ⊂ grJ2 ⊂ · · · , where grJ = ⊕n(J ∩Fn/Fn−1). Notice that the map J 7→ grJ
is not injective on ideals: two different ideals of U(g) can have the same image in
its graded. However, the map is injective on chains, i.e. if J1 ⊂ J2 and their graded
ideals coincide, then J1 = J2. From the Noetherian property of S(g), the sequence
of graded ideals stabilizes, therefore so does the original sequence. �

Another corollary is the following:

Proposition 4.3.9. If h ⊂ g is a Lie subalgebra then U(g) is a free U(h)-module,
and hence the induction functor:

M 7→ U(g)⊗U(h) M

(where M is an h-module) is exact.
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4.4. Exponential map and the Baker–Campbell–Hausdorff formula

Now we work differential-geometrically in the setting of a real Lie group, fol-
lowing [Ste09].

Definition 4.4.1. A one parameter subgroup is a homomorphism of Lie groups:
γ : R→ G.

Lemma 4.4.2. The map γ 7→ γ′(0) is a bijection between one-parameter subgroups
and elements of the Lie algebra.

Proof. Locally around any point x, any vector field is uniquely integrable (this is
a basic result from ODEs), namely: if v is a vector field then there is an interval
(−ε, ε) and a curve γ : (−ε, ε) → G such that γ(0) = x and γ′(t) = v(γ(t)), and
any two such curves coincide in a neighborhood of 0.

For a left-invariant vector field, we can use left translations by the group to
show that this local existence and uniqueness statement becomes global. �

Definition 4.4.3. The exponential map

g→ G

is defined by

exp(X) = γX(1),

where γX is the unique one-parameter subgroup with γ′X(0) = X.

Lemma 4.4.4. The exponential map is a local diffeomorphism around 0 ∈ g.

Proof. Its differential, if well defined, is the identity on g = TeG, so we only need
to show that it is a smooth map. The flow on G × g associated to the smooth
vector field (g,X) 7→ (X(g), 0) is given by: R×G×g 3 (t, g,X) 7→ (g ·exp(tX), X),
and the flow of a smooth vector field is smooth. Therefore, the exponential map is
smooth. �

The exponential map is not a group homomorphism, except if G is abelian (but,
by definition, it is a group homomorphism when restricted to any one-dimensional
subspace of g). Its failure to be a homomorphism is addressed by the so-called
Baker–Campbell–Hausdorff formula (which goes back to Schur). Before we state
and prove the BCH formula, we prove an important formula that will be used in
the proof, the Maurer–Cartan equation.

Theorem 4.4.5 (Maurer–Cartan equation). Let θ be the unique left-invariant, g-
valued differential 1-form on G which at the identity (e) is equal to the canonical
(“identity”) element of T ∗eG ⊗ g = g∗ ⊗ g = End(g). Then its differential is given
by

(4.4.5.1) dθ = −1

2
[θ, θ].

The convention here is that for two g-valued 1-forms θ0, θ1, and two vector fields
v0, v1, we have [θ0, θ1](v0, v1) = [θ0(v0), θ1(v1)]−[θ0(v1), θ1(v0)], hence 1

2 [θ, θ](v0, v1) =
[θ(v0), θ(v1)].

Proof. Since θ is left-invariant, so will be its differential dθ, which is a section of the
exterior square of the cotangent bundle of G, valued in g. Thus, dθ is determined
by its value at the identity, and it therefore suffices to verify the formula when dθ
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is applied to a pair (v0, v1) of left-invariant vector fields (identified with elements
of g). By the definition of exterior derivative,

dθ(v0, v1) = v0θ(v1)− v1θ(v0)− θ([v0, v1]).

Since the vi’s are left-invariant, θ(vi) is the constant vi ∈ g, and therefore
vjθ(vi) = 0. Thus, dθ(v0, v1) = −θ([v0, v1]) = −[θ(v0), θ(v1)], as claimed. �

Theorem 4.4.6 (Baker–Campbell–Hausdorff formula). If G is a Lie group with
Lie algebra g, then for sufficiently small X,Y ∈ g we have
(4.4.6.1)

exp(X) exp(Y ) = exp(X+Y+
1

2
[X,Y ]+

1

12
([X, [X,Y ]]+[Y, [Y,X]])+P3(X,Y )+. . . ),

where Pi(X,Y ) is a Lie polynomial of order i, i.e., Pi(X,Y ) is a linear combination
of i− 1 nested commutators in the variables X,Y .

Remark 4.4.7. There is a precise formula for the Lie polynomials Pi:
(4.4.7.1)

Pi(X,Y ) =
∑
n

(−1)n−1

n

∑
r1+s1+r2+s2+···+rn+sn=i

rj,sj≥0, rj+sj>0

[X(r1)Y (s1)X(r2)Y (s2) · · ·X(rn)Y (sn)]∑n
j=1(rj + sj) ·

∏n
j=1 rj !sj !

,

where [X(a)Y (b)] denotes the Lie polynomial [X, [X, . . . , [X, [Y, [Y, . . . , Y ] · · · ], with
X appearing a times and Y appearing b times (and similarly for more “factors”).

This precise formula can be worked out inductively from the differential equa-
tion (4.4.7.2) below. What is important (and difficult) is the existence of such a
series.

Proof. We outline two proofs, following [Ste09], and point the reader to Stern-
berg’s notes for details. The second proof, which is algebraic, assumes that the
group is analytic (as Lie groups are often defined to be, from the outset, e.g., in
Bourbaki). The first, which is analytic, proves the analyticity of Lie groups (defined
in the differentiable category; see Proposition 4.4.8 below).

For the first proof, the main idea is to express the product exp(X) exp(Y ) in
terms of the elements ad(X), ad(Y ) in the concrete associative (and Lie) algebra
of endomorphisms of g.

We consider the former power series ψ(1+u) = (1+u) log(u)
u = 1+ u

2 −
u2

6 + . . . ;
the BCH formula, with the precise terms (4.4.7.1), is equivalent to the statement
that

(4.4.7.2) log(exp(X) exp(Y )) = X +

∫ 1

0

ψ(exp(ad(X)) exp(t · ad(Y )))(Y )dt

for sufficiently small elements X,Y . Notice, first of all, that the formal power series
defining the operator ψ(exp(t ·ad(X)) exp(ad(Y ))) ∈ End(g) on the right hand side
converges for small X,Y . The logarithm on the left hand side is, by definition, the
inverse of the exponential map on g, defined in a small neighborhood of the origin.

This, in turn, will be proven by proving the following formula about the “log-
arithmic derivative” of any smooth curve C(t) on g:

(4.4.7.3) exp(C(t))−1 d

dt
exp(C(t)) = φ(−adC(t))C ′(t),
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where φ(z) is the power series

ez − 1

z
=
∑
n≥0

1

(n+ 1)!
zn.

Both sides of the last equation are valued in g, identified with the tangent space at
the identity of G. Applying this relation to the curve C(t) = exp(X) exp(tY ), we
get

B = φ(− log(exp(ad(X)) · exp(t · ad(B))))C ′(t),

and, using the fact that

ψ(z)φ(− log(z)) = 1,

we get

C ′(t) = ψ(exp(ad(X)) · exp(t · ad(B)))(B),

which is equivalent to (4.4.7.2).
There remains to prove the formula (4.4.7.3), about the logarithic derivative of

a smooth curve.
Setting f(s, t) = exp(sC(t)), and with θ the Maurer–Cartan form, the left hand

side of (4.4.7.3) is equal to f∗θ( ∂∂t )(1, t), while it is immediate to compute

f∗θ(
∂

∂s
)(s, t) = exp(sC(t))−1 ∂

∂s
exp(sC(t)) = C(t)

(for any s, t). We let κ(s, t) = f∗θ( ∂∂t )(s, t).
The differential of f∗θ, applied to these vector fields, is

df∗θ(
∂

∂s
,
∂

∂t
) =

∂

∂s
f∗θ(

∂

∂t
)− ∂

∂t
f∗θ(

∂

∂s
) =

=
∂

∂s
κ(s, t)− C ′(t).

Applying the Maurer–Cartan formula (4.4.5.1) to the pullback of θ, we get that
this is equal to

−[f∗θ(
∂

∂s
), f∗θ(

∂

∂t
)] = −[C(t), κ(s, t)].

Thus, fixing t, the g-valued function κ(s) = κ(s, t) satisfies the ordinary differ-
ential equation

κ′(s) = −ad(C(t))κ(s) + C ′(t),

with initial value κ(0) = 0.
This is now easily seen to have the unique solution

κ(s) =
e−sad(C(t)) − 1

ad(C(t))
C ′(t),

where the fraction is a formal expression for the series∑
n≥0

1

(n+ 1)!
sn+1zn

in the operator −ad(C(t)).
Setting s = 1, the proof is now complete.
[TO ADD: ALGEBRAIC PROOF]

�

Immediate corollaries of the BCH theorem include:
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Proposition 4.4.8. Every Lie group has a unique structure of a group in the
category of real analytic spaces with the property that the exponential map is an
analytic isomorphism in a neighborhood of the identity.

Proof. Fix a sufficiently small neighborhood U of zero in g, and use it to define
an analytic chart in the neighborhood g exp(U) of any element g ∈ G. The Baker–
Campbell–Hausdorff theorem 4.4.6 implies that the transition maps between these
charts are analytic, so we have a well-defined analytic structure. The same theorem
shows that multiplication is analytic. �

Proposition 4.4.9. Given a Lie group G and a sub-Lie algebra h ⊂ g, there is a
unique connected immersed Lie subgroup H ⊂ G whose Lie algebra is h.

By an immersed Lie subgroup we mean an immersed submanifold: H → G
such that H is a subgroup of G.

Proof. The left translations of h give rise to a distribution Dh, i.e. a subbundle of
TG. It is known from the theory of differential equations that a distribution D is
(uniquely) integrable if and only if for any two vector fields which lie in it, their
commutator also lies in it. This is easily seen to be the case for Dh, since h is a Lie
subalgebra. By the Baker–Campbell–Hausdorff Theorem 4.4.6, the leaf through
zero of the corresponding foliation is an immersed subgroup. �

Proposition 4.4.10. Let G1, G2 be Lie groups with G1 connected and simply con-
nected, then every morphism between their Lie algebras

f ′ : g1 → g2

lifts to a unique morphism
f : G1 → G2.

Proof. The pair (f ′, I) defines an embedding g1 → g := g1⊕g2 which, by Proposi-
tion 4.4.9, corresponds to a unique connected immersed Lie subgroup: H → G1×G2

whose Lie algebra is g1. Composing with projection to G1 we get: H → G1 which
is an isomorphism on tangent spaces, hence a covering map. Since G1 is simply
connected, H = G1. �

Remark 4.4.11. In a following chapter, 5.7, we will discuss Ado’s theorem, which
states that every finite-dimensional Lie algebra over a field in characteristic zero
has a faithful representation; hence, Proposition 4.4.9 implies that, given a finite-
dimensional Lie algebra over R, it is the Lie algebra of a Lie group. We may assume
that this Lie group is connected and simply connected by passing to the universal
cover, in which case Proposition 4.4.10 implies that it is uniquely determined, up
to unique isomorphism, by the Lie algebra.

4.5. Open and closed subgroups of Lie groups

For any Lie group G we will be denoting by G0 the connected component of
the identity. It is a normal subgroup (exercise!).

Lemma 4.5.1. Any open subgroup of G contains G0.

Proof. Let H be an open subgroup. Its complement is a union of (left, let’s say)
H-cosets, and since right multiplication takes open sets to open sets, those cosets
are open. Hence, the complement of H is open, therefore H is both open and
closed, and therefore it contains the connected component of the identity. �
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It is not true that every subgroup of a Lie group is closed. For instance, any
one-parameter subgroup in the torus (R/Z)2 with non-rational slope is dense, but
not closed.

On the other hand, every closed subgroup is a Lie subgroup:

Theorem 4.5.2 (Cartan). Every closed subgroup of a Lie group is a smooth man-
ifold, hence a Lie subgroup.

Proof. Let H ⊂ G be a closed subgroup of a Lie group. Let g denote the Lie
algebra of G, i.e. the tangent space at the identity. We will define a subspace of g
which will be the candidate for the tangent space of the identity for H. Then we
will show that it is indeed so.

Choose a Euclidean metric on g and let exp : g → G be the exponential map.
In a neighborhood of the idenity in g, it is a diffeomorphism onto a neighborhood
of the identity in G, and let log denote its inverse in that neighborhood.

Let W ⊂ g be the set of all tX, where t ∈ R and X ∈ g is the limit of a
sequence: hn

|hn| with hn → 0 ∈ g and exp(hn) ∈ H. We claim:

(1) exp(W ) ⊂ H;
(2) W is a linear subspace of g.

For the first, if hn
|hn| → X and |hn| → 0 we can choose, for given t ∈ R, integers

mn ∈ Z such that mn|hn| → t, so exp(mn · hn)→ exp(tX) as n→∞.
Here we will use the following fact: for an one-dimensional subspace of g the ex-

ponential map is a homomorphism of groups. Therefore, exp(mn ·hn) = exp(hn)mn ,
therefore it belongs to H. Since H is closed, the limit exp(tX) is also in H.

For the second claim, if X,Y ∈ W set h(t) = log(exp(tX) exp(tY )). We
claim that limt→0 h(t)/t = X + Y . Indeed, the differential at the identity of
the multiplication map: G × G → G is g × g 3 (X,Y ) 7→ X + Y . Hence,
h(t)/|h(t)| = h(t)/t · t/|h(t)| → X+Y

|X+Y | as t→ 0, t > 0, therefore X + Y ∈W .

Having proven the two claims, and given that the exponential map is a diffeo-
morphism in a neighborhood of the identity, it now suffices to show that exp(W )
is a neighborhood of the identity in H. Let D be the orthogonal complement of W
in g with respect to the above norm. For a sequence hn ∈ H with hn → e, we can
eventually write hn = exp(xn + yn) with xn ∈ W and yn ∈ D, (xn, yn) → 0. We
claim that

limn→∞
log(hn exp(−xn))

|yn|
= limn→∞

yn
|yn|

if one of the two limits exists.
Indeed, by the Baker–Campbell–Hausdorff formula (4.4.6.1), the left hand side

can be written as

limn→∞
yn + P2(xn + yn, yn) + P3(xn + yn, yn) + . . .

|yn|
,

where Pi is a homogeneous Lie polynomial of order i. When both xn and yn tend
to zero, the quotient

Pi(xn + yn, yn)

|yn|
tends to zero, for every i ≥ 2. This proves the claim.
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But then, we must have yn = 0 for large n, for otherwise a subsequence of the
yn
|yn| ’s will have a limit point y ∈ D, |y| = 1, which should then belong to W , a

contradiction. This completes the proof of the theorem.
�

4.6. Algebraic groups in characteristic zero

4.6.1. The functor from schemes to topological spaces. If k is a topological
field (e.g., R, C), and X = Spec(A) is an affine k-scheme of finite type, the set

X(k) = Hom(A, k)

acquires a natural topology, the open compact topology when A is viewed as a
discrete ring, i.e., the restricted topology under the embedding

Hom(A, k) ↪→ kA.

There is a unique way to extend this definition to any scheme of finite type over
k, in such a way that open embeddings of schemes give rise to open embeddings of
topological spaces, and this gives rise to a functor

Top : Schemes of finite type over k → topological spaces.

For these facts, we point the reader to Brian Conrad’s expository article [Con12].

4.6.2. Smooth schemes and manifolds. A morphism X → S of algebraic
schemes, locally of finite presentation, is said to be smooth of relative dimension r
if it is given, locally on the source X, by equations which in differential geometry
would satisfy the conditions of the implicit funcion theorem, namely: restricting to
sufficiently small open neighborhoods, we have X = Spec(B), S = Spec(A), with
A→ B a map of rings which can be presented as B = A[x1, . . . , xm+r]/(f1, . . . , fm),
with the Jacobian

det

(
∂fi
∂fj

)m
i,j=1

being invertible in A.
This condition on the Jacobian can be checked locally at every point of X. In

particular, if S = Spec(k) with k a field, it is a condition on the local rings Ox for
every x ∈ X, and in this case it is known to be equivalent to regularity, see [Sta19,
Tag 00TV]: namely, to the condition that

(4.6.2.1) dimKrull(Ox) = dimOx/mx mx/m
2
x.

When k is a topological field that is complete with respect to an absolute
value, we can upgrade the functor from schemes to topological spaces to a functor
from smooth k-schemes to analytic k-manifolds; those are, by definition, topological
spaces endowed with a complete k-analytic class of charts or, equivalently, locally
ringed spaces that are locally isomorphic to open subsets of kn with their sheaf of
k-analytic functions. We point the reader to [Ser65] for a more detailed discussion.

Proposition 4.6.3. If X is a smooth scheme over a topological field k, there is a
unique structure of analytic k-manifold on the topological space Top(X) = X(k),
such that for every open affine U = Spec(B) with presentation

B = k[x1, . . . , xm+r]/(f1, . . . , fm),

the open subset U(k) is an analytic submanifold of km+r.

https://stacks.math.columbia.edu/tag/00TV
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Proof. We may give ourselves such a presentation, with the Jacobian det
(
∂fi
∂fj

)m
i,j=1

being nonzero everywhere on U(k). Then, U(k) is the fiber over zero of a map
km+r → km which is submersive at every point of that fiber, and the impicit func-
tion theorem implies that this fiber is an analytic submanifold of km+r. The result-
ing analytic structure is independent of the choice of (smooth) presentation. �

4.6.4. Weil restriction of scalars. For every finite-type scheme X ′ over C, the
set of C-points X ′(C) can also be thought of as the set of R-points X(R) of a scheme
X over R.

More generally, let S′ → S be a morphism of schemes, and X ′ → S′ a scheme.
The Weil restriction of scalars

ResS′/S(X ′)

is a S-scheme X representing the functor which assigns to any S-scheme T the set

HomS′(T ×S S′, X ′)

of T ×S S′-points on X ′.
If such a scheme X exists, it is unique up to unique isomorphism, by Yoneda’s

lemma.

Theorem 4.6.5. Assume that S′ → S is finite and locally free, and X ′ is affine
or, more generally, has the property that for every s ∈ S, any finite set of points P
in the fiber of X ′ over s is contained in an affine open U ′ ⊂ X ′. Then, the Weil
restriction ResS′/S(X ′) exists.

Proof. See [BLR90, Theorem 7.6.4]. We just explain how to write down equations
when everything is affine, and S′ → S is free:

Let S = SpecR, S′ = SpecR′, where R′ is free and of finite type as an R-module.
Choose free generators:

R′ = Re1 ⊕ · · · ⊕Ren.

Assume thatX ′ = SpecR′[t]/(f1, . . . , fr). Here, t denotes anm-tuple (t1, . . . , tm),
but we won’t explicitly write the indices 1, . . . ,m, in order to avoid confusion, as
we are about to clone the m-tuple. Namely, consider the linear combination

e1t1 + e2t2 + · · ·+ entn ∈ R′[t1, . . . tn],

where each tk denotes an m-tuple. For each j, write

fj(e1t1 + e2t2 + · · ·+ entn) =

n∑
k=1

cjk(t1, . . . tn)ek,

where the cjk ∈ R[t1, . . . tn].
Then, the restriction of scalars X can be presented as the spectrum of the ring

R[t1, . . . tn]/(cjk)1≤j≤r
1≤k≤n.

�
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4.6.6. Smoothness of group schemes in characteristic zero.

Theorem 4.6.7. If G is a group scheme of finite type over a field k of characteristic
zero, then G is smooth over k.

Proof. A summary of the proof: By homogeneity, and the fact that every alge-
braic variety contains a regular point, the reduced group scheme associated to G
is smooth. Thus, a group is smooth iff it is reduced, which again by homogeneity
reduces to the local ring at the identity.

Let R be the local ring O[G]m, where m = me is the maximal ideal of the
structure sheaf at the identity of G. We need to show that it contains no nilpotents.
The comultiplication

∆ : R→ R×R
induced by the multiplication map G × G → G sends any a ∈ m to 1 ⊗ a + a ⊗ 1
module m⊗m. (Exercise in Hopf algebras!) For a nilpotent element a with an = 0
and n minimal such, we will have

0 = ∆(an) = (∆(a))n ≡ nan−1 ⊗ a mod
(
an−1m⊗A+A⊗m2

)
,

and since nan−1 /∈ an−1m (characteristic zero plus minimality of n!), we must have
a ∈ m2.

But then, me/m
2
e coincides with the corresponding quotient for the reduction

of G, which by regularity has dimension equal to the dimension of the ring. Thus,
the local ring O[G]me is regular. See [Mil12, §VI.9] for details on this proof, and
[Sta19, Tag 047N] for a more abstract thread of arguments, which boils down to
essentially the same calculation. �

4.7. Compact Lie groups are algebraic

An amazing fact is that the passage from real algebraic groups to Lie groups
also works the other way in the case of compact Lie groups: they can all be realized
as the points of a real algebraic group, as was proven by Weyl.

Proposition 4.7.1. Every compact Lie group has a faithful (i.e. trivial kernel),
finite-dimensional representation.

Proof. Let π1, π2, . . . be an enumeration of the irreducible representations of G.
We already know from the Peter–Weyl theorem that they are finite-dimensional.
For every n, let Gn be the kernel of the map: G → GL(π1 ⊕ · · · ⊕ πn). Hence, we
have a sequence of closed subgroups:

G = G0 ⊃ G1 ⊃ G2 ⊃ . . . .

We claim that every such sequence terminates. Indeed, by Cartan’s theorem
4.5.2, we know that all Gn are Lie groups, therefore the dimension of Gn has to
stabilize after some n. But then, the induced map of Lie algebras gn+1 ↪→ gn
will be an isomorphism, which means that the identity components G0

n, G0
n+1 are

eventually equal, and since connected components in Lie groups are both open and
closed, by compactness each Gn has a finite number of connected components, so
the sequence has to terminate.

On the other hand, the intersection of the Gi’s is (again by Peter–Weyl) the
kernel of the left regular representation of G on L2(G), hence trivial. �

https://stacks.math.columbia.edu/tag/047N
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The second element is of invariant-theoretic nature. For this, let G → GL(V )
be a (complex), finite-dimensional representation of G and consider it as a real
representation by regarding V as a real vector space. (This is the baby case of
“restriction of scalars”.) Accordingly, GL(V ) is considered as an algebraic group
over R (by restriction of scalars). Notice that the Zariski closure2 of the image of
G is a real algebraic subgroup. We need to show that it coincides with G. One
thing that G and its Zariski closure have in common is the set of invariants on
the polynomial ring R[V ]. Recall that the polynomial ring R[V ] is (essentially, by
definition) the symmetric algebra on the dual space S•V ∗.

Proposition 4.7.2. For each orbit X of a compact group G on the space V of a
finite-dimensional real representation, there is a canonical real algebraic subset Y ,
defined as the fiber over the image of X under the map V → V//G := SpecR[V ]G,
such that X = Y (R).

The compact group in the proposition is not required to be a Lie group.

Proof. We consider the map V → V//G := SpecR[V ]G, and the induced map
on R-points: V (R) → V//G(R). Clearly, the preimage of any point is a union of
G-orbits. We claim:

The preimage of every R-point contains at most one G-orbit on
V (R).

This will be enough to prove the first claim: Since the preimage is an algebraic
variety over R, it means that G-orbits are the R-points of algebraic varieties (maybe
empty, because the preimage of an R-point does not need to contain any R-points
– for instance, consider the quotient of C× by the circle group).

To prove the claim we must show that if Y1, Y2 are two distinct G-orbits on
V (R), then there is a G-invariant polynomial which takes different values on Y1 and
Y2 (i.e. the ring of invariant polynomials separates G-orbits).

Notice that R[V ] is a locally finite representation of G (this follows by its iden-
tification with S•V ∗), and therefore by the Peter–Weyl theorems it is completely
reducible. If we fix two points y1 ∈ Y1 and y2 ∈ Y2, then the integrals:∫

G

f(yi · g)dg

represent two G-invariant functionals `1, `2 on the space of continuous functions on
V . They obviously factor through restriction to the compact subset Y1∪Y2, and by
the Stone–Weierstrass theorem the restriction of polynomials is dense in the space
of continuous functions on Y1 ∪ Y2. Therefore, `1 and `2, when restricted to R[V ],
are linearly independent, i.e. `2 is non-zero on the kernel W of `1.

Hence, `2 defines a G-invariant functional: W → C, and by complete reducibil-
ity this splits; in particular, there is a G-invariant element f ∈ W with `2(f) 6= 0.
That is, there is a G-invariant polynomial on V whose integral over Y1 is zero and
whose integral over Y2 is non-zero. But this means that its value on Y1 is zero and
its value on Y2 is non-zero, which is what we wanted to prove. �

2It is important here that we have restricted scalars to R, because the Zariski closure depends

on whether we consider GL(V ) as a complex or as a real variety; for example, the Zariski closure
of the circle group S1 in C× is S1 or C×, according as C× is considered as a real or complex

variety.
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Remarks 4.7.3. (1) A similar argument works to establish the following im-
portant result: Let G be a reductive algebraic group over an algebraically
closed field k in characteristic zero. We have not defined “reductive”,
but in characteristic zero this is equivalent to the statement that every
algebraic representation of G is completely reducible. Let X be an affine
variety on which G acts. Then the closed points of X//G := Speck[X]G

are in bijection with (Zariski) closed orbits of G on X.
Here is the proof: Let Y1, Y2 be two closed orbits and consider the

G-stable ideal I ⊂ k[X] of regular functions vanishing on Y1. Restriction
to Y2 gives a map: I → k[Y2], and the image I ′ has to be non-zero
because otherwise Y2 would be in the Zariski closure of Y1. But since Y2

is a Zariski-closed orbit, a non-zero ideal coincides with the whole ring,
therefore the image I ′ of I contains constant functions. By reductivity,
there is a G-invariant quotient of I ′, hence a G-invariant quotient of I.
By reductivity, again, I has a G-invariant element whose image in I ′ is
non-zero. In other words, Y1 and Y2 are separated by G-invariant regular
functions.

(2) Proposition 4.7.2 is not true for non-compact groups. For instance, not
only is the subgroup:

 1
x t
y tα

 : x, y ∈ R, t ∈ R×+


of GL3(R) (where α is an irrational number) not an algebraic subgroup
of GL3, but it is not isomorphic to (the R-points of) any real algebraic
group.3

Given, now, a compact group G, denote by R[G] the space of R-valued functions
which are finite under left (or, equivalently, right) translation by G.

Proposition 4.7.4. R[G] is a finitely generated, commutative Hopf algebra.

Recall that a Hopf algebra is an algebra A which also has structures which
correspond to the axioms of a group (if A were an algebra of functions on the
group): a comultiplication A → A ⊗ A, a counit A → R, and an antipode A → A
satisfying certain natural axioms.

Proof. The structure of a commutative algebra follows once we observe that left-
finiteness is preserved under tensor products, and the multiplication map C(G) ⊗
C(G)→ C(G) is left-equivariant, hence preserves finiteness.

The structure of a commutative Hopf algebra is obvious for the space C(G)
of continuous functions; moreover, since left- and right-finiteness are equivalent,
the comultiplication C(G)→ C(G×G), which sends f to the function f(g1, g2) =
f(g1g2), preserves finiteness, and the finite vectors of C(G×G) are R[G]⊗ R[G].

There remains to argue about finite generation. Let G→ GL(V ) be a faithful
representation. By the Stone–Weierstrass theorem, the restriction of polynomial
functions on GL(V ) (viewed here as a real algebraic variety, that is, as ResC/RGLV )
is dense in C(G). On the other hand, it is a G × G-invariant subspace of R[G].
The (real!) representation R[G] being semisimple, with its irreducible components

3For details, cf.
http://terrytao.wordpress.com/2011/06/25/two-small-facts-about-lie-groups/.

http://terrytao.wordpress.com/2011/06/25/two-small-facts-about-lie-groups/
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being orthogonal in the (real-valued) L2(G) the only way that the restriction of
polynomials on GL(V ) be dense is that it is equal to R[G]. Hence, R[G] is of finite
type. �

Let, now G = SpecR[G]. Evaluation at the points of G gives rise to a natural
map G→ G(R) = Hom(R[G],R). We have arrived at Weyl’s theorem:

Theorem 4.7.5. For every compact Lie group G, setting G = SpecR[G], the nat-
ural map G → G(R) is an isomorphism of Lie groups. Every continuous, finite-
dimensional (complex) representation G → GL(V ) factors through an algebraic
representation GC → GL(V ).

Proof. We start with the second claim: Polynomial functions on ResC/RGLV re-
strict to finite function on G, which gives rise to a morphism G → ResC/RGLV .
By the universal property of Weil restriction, this is the same as a morphism
GC → GLV .

For the first claim, choose a faithful, finite-dimensional representation G →
GL(V ). Replacing the space V of Proposition 4.7.2 with End(V ) = V ∗ ⊗ V , and
using the embedding GLV ↪→ End(V ), there is a canonical real algebraic subvariety
Y ⊂ V ∗ ⊗ V , namely, the fiber of the image of G under the map V ∗ ⊗ V →
(V ∗ ⊗ V )//G, such that G = Y (R). On the other hand, the map to V ∗ ⊗ V
factors through G, which clearly has to belong to Y , therefore at the level of points
G = G(R). The map G→ G(R) is also a homomorphism of Lie groups, so it is an
isomorphism. �

We will later see a strengthening of this theorem, due to Chevalley (Theorem
8.5.6).
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CHAPTER 5

Structure of finite-dimensional Lie algebras

Good references for the structure of Lie algebras include Humphreys’ book
[Hum78] and Sternberg’s notes [Ste09].

5.1. Nilpotency, solvability, semisimplicity

In this chapter, all Lie algebras are taken to be finite-dimensional over a field
k.

5.1.1. Definitions.

Definition 5.1.2. An ideal of a Lie algebra g is an ad(g)-stable subspace (auto-
matically a Lie subalgebra) of g.

The quotient of a Lie algebra g by an ideal h is the vector space g/h, equipped
with the Lie algebra structure descending from g.

Definition 5.1.3. The lower central series of a Lie algebra g is the descending
sequence of ideals defined by

C0g = g,

Ci+1g = [g, Cig].

A Lie algebra is called nilpotent if its lower central series terminates, i.e., if
Cng = 0 for some n.

The derived series of a Lie algebra g is the descending sequence of ideals

D0g = g,

Di+1g = [Dig, Dig].

A Lie algebra is called solvable if its derived series terminates, i.e., if Dng = 0
for some n.

A Lie algebra is semisimple if it does not have any nonzero solvable ideals, and
simple if it is non-abelian, and has no nonzero proper ideals.

Example 5.1.4. The Lie algebra of strictly upper triangular n× n matrices (i.e.,
with zeroes on the diagonal) is nilpotent. The Lie algebra of upper triangular n×n
matrices is solvable.

Lemma 5.1.5. The center of a (nontrivial) nilpotent Lie algebra is always non-
trivial.

Proof. The last nontrivial element of its lower central series belongs to the center.
�

51
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Lemma 5.1.6. A Lie algebra g is nilpotent if and only if there exists a finite
decreasing filtration by ideals

g = g0 ⊃ g1 · · · ⊃ gn = 0

such that [g, gi] ⊂ [gi+1].
The sum of two nilpotent ideals in a Lie algebra g is also a nilpotent ideal.
Subalgebras, quotient algebras, and extensions of solvable Lie algebras by solv-

able Lie algebras are solvable.
A Lie algebra g is solvable if and only if there exists a finite decreasing filtration

by subalgebras

g = g0 ⊃ g1 ⊃ · · · ⊃ gn = 0

such that gi+1 is an ideal in gi, and the quotient algebra gi/gi+1 is abelian.

Proof. Left to the reader. �

Definition 5.1.7. The radical of a Lie algebra is its largest solvable ideal.
The nilradical, or nilpotent radical, of a Lie algebra is its largest nilpotent ideal.

The definition of the nilradical and radical makes sense in view of Lemma
5.1.6: For the nilradical, the lemma ensures that the sum of all nilpotent ideals is
a nilpotent ideal. For the radical, if a, b are solvable ideals, then a + b is an ideal,
and it is isomorphic as a Lie algebra to (a⊕b)/(a∩b), which is solvable by Lemma
5.1.6.

Thus, any Lie algebra g admits a canonical filtration

(5.1.7.1) 0→ R(g)→ g→ gss → 0,

where R(g) is the radical of g, and gss is semisimple. Indeed, the preimage of any
solvable ideal in gss is a solvable ideal in g, and therefore has to equal R(g).

Note that the definition of nilradical given here does not coincide with Bour-
baki’s, who wants to avoid calling an abelian Lie algebra its own nilradical, but is
quite standard in other references.

Example 5.1.8. In gl2n, let g be the subalgebra of matrices whose lower left
n× n-block is zero. The radical of g consists of matrices of the form(

aI ∗
0 bI

)
while its nilpotent radical consists of matrices of the form(

0 ∗
0 0

)
(all blocks n× n).

5.1.9. Engel’s theorem.

Theorem 5.1.10 (Engel’s theorem). If V is a nonzero finite-dimensional vector
space, and g ⊂ gl(V ) is a Lie subalgebra consisting of nilpotent operators, then there
is a nonzero v ∈ V with Xv = 0 for all X ∈ g.

A finite-dimensional Lie algebra g is nilpotent if and only if ad(X) is a nilpotent
operator, for every X ∈ g.
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Proof. We proceed by induction on the dimension of g, the case of dimension 1
being trivial.

In higher dimension, let us consider, besides the given representation V , the
adjoint representation of g on itself, as well. We claim that ad(X) ∈ End(g) is a
nilpotent operator, for every X. Indeed, ad(X) is the restriction to g of the operator
on End(V ):

ad(X) = LX −RX ,
where LX(Y ) = XY and RX(Y ) = Y X ∈ End(V ). Left and right multiplication
commute, and there is, by assumption, an n such that Xn = 0, so by the binomial
formula:

ad(X)2n = (LX −RX)2n =

2n∑
k=0

(
2n

k

)
LkXR

2n−k
X = 0.

Now, take any nontrivial proper subalgebra h ⊂ g. Since h is ad(h)-stable, we
get an action of h on the vector space g/h, i.e., a morphism of Lie algebras

h→ gl(g/h).

Let h̄ denote its image. Since ad(X) is nilpotent for every X ∈ h, the same will
hold for h̄. By the induction hypothesis, there is a nontrivial subspace of g/h which
is killed by ad(h) or, equivalently, the normalizer of h in g is strictly larger than h.
By successively replacing h by its normalizer, we arrive at a proper Lie subalgebra
h whose normalizer is g, i.e., h is an ideal in g.

By the induction hypothesis, the kernel V0 of h acting on V is nontrivial. But
this kernel is acted by the quotient Lie algebra g/h, and by the induction hypothesis
again, it contains a nonzero vector killed by g.

For the second statement, take V = g. If ad(X) is nilpotent for every X ∈ g,
the first statement implies that the center Z(g) is nontrivial. Replacing g by g/Z(g),
we get a sequence of ideals

g = g0 ⊃ g1 · · · ⊃ gn = 0

such that [g, gi] ⊂ [gi+1]. By Lemma 5.1.6, g is nilpotent. The other direction
is immediate from the definitions: If g is nilpotent, then there is an n such that
ad(X)n = 0 for every X ∈ g.

�

5.1.11. Lie’s theorem.

Theorem 5.1.12. If V is a finite-dimensional vector space over an algebraically
closed field k in characteristic zero, any solvable Lie subalgebra g of gl(V ) has a
nonzero eigenvector, and hence a full flag

0 = V0 ⊂ V1 ⊂ · · · ⊂ Vn = V,

where Vi has dimension i and is stable under g.

Proof. As in the proof of Engel’s theorem 5.1.10, we argue by induction on the
dimension of g, with the case dim g = 0 being trivial. Let, now, h ⊂ g be an
ideal of codimension one (which exists because g is solvable); by induction, h has
a non-trivial eigenspace Vλ for some linear functional λ : h→ k. Clearly, λ factors
through the abelianization hab = h/[h, h].

Now, we claim that Vλ is g-stable, i.e., if x ∈ g and y ∈ h then yxv = λ(y)xv
for all v ∈ Vλ. We have yxv = xyv− [x, y]v = λ(y)xv− [x, y]v, so we need to prove
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that [x, y]v = 0. Consider the flag 0 = W0 ⊂ W1 ⊂ . . . where Wi is spanned by
v, xv, . . . , xiv. It is easy to see that y stabilizes this flag, and acts on Wi/Wi−1

by λ(y). Therefore, if W ⊂ V denotes the maximal subspace of this flag, and
dimW = n, the trace of y acting on W is nλ(y). This holds for every element of h,
hence also for the element [x, y]. Since this is a commutator of two operators, we
get

0 = tr([x, y]) = nλ([x, y]),

and since we are in characteristic zero, λ([x, y]) = 0.
Thus, Vλ is g-stable, and because the field is algebraically closed, we can find

an eigenvector of x ∈ g− h on Vλ, proving the existence of an eigenvector.
The existence of the flag now follows by induction, starting with V0 = 0 and

considering the representation of g on the quotient spaces V/Vi. �

Remark 5.1.13. The assumption on the characteristic is really necessary; for
example, the Lie algebra sl2 is solvable in characteristic 2, but its standard repre-
sentation does not have an eigenspace.

5.1.14. Cartan subalgebras.

Definition 5.1.15. A Cartan subalgebra of a Lie algebra is a nilpotent, self-
normalizing subalgebra. The rank of a Lie algebra is the dimension of a Cartan
subalgebra.

We will construct Cartan subalgebras as nilspaces (generalized eigenspaces of
zero under the adjoint representation) of s-regular elements. Then we will show that
they are all conjugate to each other; in particular, the rank is uniquely defined.

Definition 5.1.16. A regular element of a Lie algebra g is an element whose cen-
tralizer is of minimal dimension. An s-regular element X ∈ g is an element whose
generalized centralizer (i.e., 0-generalized eigenspace under ad) is of minimal dimen-
sion. A regular semisimple element is a regular element which is also semisimple;
equivalently, an s-regular element which is also semisimple.

This terminology “s-regular” is not standard: in many books on Lie algebras,
the word “regular” is used for “s-regular”. However, the standard use of “regular”
nowadays, at least in the case of semisimple Lie algebras, is to refer to elements with
minimal zero eigenspace (i.e., centralizer), instead of generalized eigenspace. This
includes non-semisimple elements, while s-regular, in the case of semisimple Lie
algebras in characteristic zero, is equivalent to regular semisimple, see Proposition
5.3.7.

Lemma 5.1.17. s-regular elements form a nonempty Zariski open subset of g.

Proof. The dimension of the zero generalized eigenspace is the highest power of
t which divides the characteristic polynomial of ad(X), and therefore having a
minimal such dimension is a Zariski open condition. �

Proposition 5.1.18. The generalized nilspace (under the adjoint representation)
of an s-regular element is a Cartan subalgebra.

Proof. Let X be the s-regular element and h its generalized nilspace. We will prove
that h is nilpotent; equivalently, by Engel’s theorem, that the restriction of ad(Y )
to h, for any Y ∈ h, is nilpotent. Let U ⊂ h be the subset of elements which fail to
satisfy this; it is a Zariski open subset (again by considerations of the characteristic
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polynomial). Let V ⊂ h be the subset of elements which act invertibly on g/h. It is
again a Zariski open subset, and non-empty since X ∈ V . If U 6= ∅ then U ∩V 6= ∅,
i.e. there exists an element Y ∈ h such that the dimension of the zero generalized
eigenspace for Y is less than the dimension of h, a contradiction by the s-regularity
of X. Thus, h is nilpotent.

If Z normalizes h then [Z,X] ∈ h which implies that Z is in the generalized
nilspace of X, i.e. in h. �

Hence, every Lie algebra has Cartan subalgebras. We will eventually prove
that any two Cartan subalgebras are conjugate (over the algebraic closure) by the
group of inner automorphisms of g and, in particular, equal to nilspaces of s-regular
elements.

5.1.19. Derivations and semidirect products.

Definition 5.1.20. A derivation of a Lie algebra g is a linear map D : g → g
satisfying D([X,Y ]) = [X,D(Y )] + [D(X), Y ].

Let

0→ a→ g→ h→ 0

be a split short exact sequence of Lie algebras, i.e., h embeds in g as a Lie subalgebra.
Then, h acts on a by derivations, i.e., through a morphism h→ Der(a). Vice versa,
given such a morphism, it defines a split extension of h by a in Lie algebras. This
is the semidirect product of a and h.

Remarks 5.1.21. (1) This is a very natural extension of the definition of
derivation for an associative algebra, since such a derivation induces a
derivation as above on the associated Lie algebra. Vice versa, a derivation
of a Lie algebra induces a derivation of its universal enveloping algebra.

(2) Derivations form a Lie subalgebra of End(g).
(3) The adjoint representation ad : g→ End(g) has image in Der(g).

Definition 5.1.22. The derivations in the image of the adjoint map ad : g →
Der(g) are called inner derivations.

5.1.23. Jordan decomposition of endomorphisms. In this subsection, we
prove that every endomorphism x of a finite-dimensional vector space V has a
unique decomposition x = xs + xn, where xs is semisimple, xn is nilpotent, and
xs, xn commute. We will see later (5.2.10) that such a decomposition also exists,
and is unique, for semisimple Lie algebras, at least in characteristic zero, when
the “semisimple” and “nilpotent” parts of an element are defined in terms of the
adjoint representation.

Proposition 5.1.24. Let V be a finite-dimensional vector space over k, and x ∈
End(V ). If k is algebraically closed, there is a unique pair of commuting elements
(xs, xn) with xs semisimple, xn nilpotent, and x = xs + xn. Moreover, xs and xn
belong to the subalgebra of operators generated by x.

For general k, the elements xs and xn are defined over a purely inseparable
algebraic extension of k.

Proof. First of all, the statement over an algebraically closed field implies the
general statement: The uniqueness of xs, xn implies that they are fixed under the
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Galois group of an algebraic closure of k, hence defined over a purely inseparable
subextension.

Hence, we may assume that k is algebraically closed, so V decomposes as a
direct sum of generalized eigenspaces Vλi for x. If such a decomposition exists, since
the elements xs, xn commute with each other, hence with x, they must preserve the
generalized eigenspaces Vλi . Thus, it is enough to prove existence and uniqueness
when V itself is a generalized eigenspace, with eigenvalue λ. But then, we can
take xs = λI, and xn = x − λI . For any other choice x = x′s + x′n, the nilpotent
element xn = x− λI would have a Jordan decomposition (x′s− λI) + x′n, and since
commuting nilpotent or semisimple elements have nilpotent, resp. semisimple sum,
we would get an equality between the semisimple element x′s−λI and the nilpotent
element xn − x′n, which means that both are zero.

The element λI is (trivially) in the subalgebra generated by any operator,
hence both xs, xn are in the subalgebra generated by x, when V is a generalized
eigenspace. In the general case, if the characteristic polynomial of x is

∏
i(T−λi)mi ,

by the Chinese remainder theorem there are is a polynomial p ∈ k[T ] with p ≡ λi
mod (T − λi)mi , and then p(x) = xs. �

The following tiny improvement of the proposition above will be useful in what
follows:

Lemma 5.1.25. In the setting of 5.1.24, xs can be written as a polynomial of x
with zero constant coefficient. For any field automorphism φ of k, if φ(xs) denotes
the semisimple element which acts on the λ-eigenspace of xs by φ(λ), then φ(xs)
can also be written as such a polynomial of x. Finally, for any pair of subspaces
W1 ⊂ W2 ⊂ V with xW2 ⊂ W1, we also have yW2 ⊂ W1, where y is any of
xs, xn, φ(xs).

Proof. In the proof of Proposition 5.1.24, we could have taken the polynomial p to
satisfy the additional congruence p = 0 mod T , if 0 is not among the eigenvalues.
(If it is, this condition is among the ones imposed.) This proves the first claim.

For the second, we can similarly find a polynomial q with q ≡ φ(λi) mod (T −
λi)

mi and zero constant coefficient.
For the last claim, if xW2 ⊂ W1 then the same is true when x is replaced by

p(x), for every polynomial with zero constant coefficient. �

The Jordan decomposition is preserved under tensor operations on the category
of representations. (This will be generalized later, Theorem 5.2.15, for arbitrary
morphisms of semisimple Lie algebras.)

Notice that for two representations V,W of a Lie algebra g, the tensor product
V ⊗W is a representation under

x · (v ⊗ w) = (xv)⊗ w + v ⊗ (xw).

The dual representation on V ∗ is defined so that the defining pairing

V ⊗ V ∗ → k

is invariant, i.e.,

(5.1.25.1) 〈xv, v∗〉+ 〈v, xv∗〉 = 0.
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Lemma 5.1.26. Let V be a finite-dimensional vector space, and W = V ⊗
a ⊗

(V ∗)⊗
b

, for some a, b. For x ∈ End(V ), denote by x′ the corresponding endomor-
phism of W .

If x = xs+xn is the Jordan decomposition of x, then (xs)
′+(xn)′ is the Jordan

decomposition of x′.

Proof. It is clear that x′ = (xs)
′ + (xn)′, with (xs)

′ and (xn)′ commuting. It
is also clear that (xs)

′ is semisimple. To see that (xn)′ is nilpotent, it is enough
to show that, if y ∈ End(V1), z ∈ End(V2) are nilpotent endomorphisms of two
vector spaces, then the endomorphm v1 ⊗ v2 7→ (yv1)⊗ v2 + v1 ⊗ (zv2) of V1 ⊗ V2

is nilpotent, which is clear by raising it to a sufficiently high power. �

5.1.27. Cartan’s criterion for solvability.

Theorem 5.1.28 (Cartan’s criterion). Let g ⊂ End(V ) be a Lie subalgebra, where
V is a finite-dimensional vector space over a field k in characteristic zero. The Lie
algebra g is solvable if and only if tr(xy) = 0 for all x ∈ g, y ∈ [g, g].

Proof. We may assume that the field is algebraically closed, and then by Lie’s
theorem 5.1.12, if g is solvable stabilizes a flag V0 ⊂ V1 ⊂ · · · ⊂ Vn = V with
dimVi = i. Then, every y ∈ [g, g] maps Vi → Vi−1, hence so does any product xy
with x ∈ g, so tr(xy) = 0.

Vice versa, assume that tr(xy) = 0 for all x ∈ g, y ∈ [g, g]. To prove that g is
solvable, it is enough to prove that [g, g] is nilpotent. By Engel’s theorem 5.1.10,
this is equivalent to showing that any y ∈ [g, g] is nilpotent.

The rest of the proof is written under the assumption that k = C, so that
complex conjugate of a semisimple endomorphism makes sense, as in Lemma 5.1.25.
For a general field in characteristic zero, complex conjugation should be replaced
by other field automorphisms.

Use the Jordan decomposition y = ys+yn, and observe that ys = 0 iff tr(y·ys) =
0, since the generalized eigenvalues of y · ys are the absolute values of the squares
of those of ys. Now, the element ys does not necessarily belong to g, so we argue
as follows: writing y as a linear combination of commutators in g:

y =
∑
i

[xi, zi],

we easily see that

tr(y · ys) =
∑
i

trzi[ys, xi],

and it is enough to show that, even though ys may not be in g, the operator ad(ys)
maps g→ [g, g]. By Lemma 5.1.26, and using the fact that for the Lie algebra gl(V ),

the adjoint representation coincides with V ⊗V ∗, we have ad(ys) = (ad(y))s. Since

ad(y) maps g into [g, g], by Lemma 5.1.25 the same is true for (ad(y))s.
�

Definition 5.1.29. The Killing form on a Lie algebra g is the symmetric bilinear
form

B : S2g→ k

given by

B(x, y) = tr(ad(x)ad(y)).
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Lemma 5.1.30. The Killing form is invariant under the adjoint representation,
i.e., for all x, y, z ∈ g,

B(ad(x)(y), z) +B(y, ad(x)(z)) = 0.

Proof. Easy consequence of the Jacobi identity. �

Theorem 5.1.31. If the Killing form of a Lie algebra is nondegenerate, the Lie
algebra is semisimple. The converse holds in characteristic zero.

Proof. If g has a non-trivial solvable ideal, then it has a non-trivial abelian ideal
a, and then the adjoint action of any x ∈ a maps g→ a and a→ 0. Moreover, any
y ∈ g preserves a, so tr(x)tr(y) maps g → a and a → 0, and therefore has trace
zero. Thus, x is in the radical of the Killing form.

Vice versa, in characteristic zero, if h ⊂ g is the radical of the Killing form Bg,
it is easy to see from its invariance that h is an ideal of g. For every ideal h ⊂ g
the Killing form Bg of g, restricted to h, coincides with the Killing form Bh of h:
indeed, ad(x) maps g→ h for x ∈ h, so the quotient space g/h does not contribute
to the trace of any product of such endomorphisms. Hence, by Cartan’s criterion,
Theorem 5.1.28, h is solvable, which implies that g is not semisimple. �

Remark 5.1.32. The converse fails in positive characteristic, e.g., the Lie algebra
slp is semisimple if p 6= 2 is the characteristic of the field, but its Killing form
vanishes.

5.2. Semisimple Lie algebras

In this section, all Lie algebras and vector spaces are finite-dimensional, unless
otherwise noted. We will mostly be working in characteristic zero, except for some
counterexamples that we give in positive characteristic.

Proposition 5.2.1. Every finite-dimensional, semisimple Lie algebra g in charac-
teristic zero is a direct sum of simple Lie algebras in a unique way:

g =
⊕
i

gi.

Its derived Lie algebra [g, g] is equal to g, and its ideals are precisely the subsums
of the simple summands gi.

Proof. Let B be the Killing form. Since it is invariant and non-degenerate (by
Theorem 5.1.31, the orthogonal complement of any ideal h ⊂ g is also an ideal, and
g = h⊕ h⊥. By induction on dimension, g is a direct sum of simple Lie algebras.

On every simple summand h, [h, h] is an ideal, and since h is simple, we must
have [h, h] = h, hence the same is true for (the direct sum of simple summands) g.

Fixing a direct sum decomposition g =
⊕

i gi, the image of the projection of
any ideal I to the summand gi is an ideal, hence the projection is onto or zero. If it
is onto, we have [gi, I] = gi by what was just proven, therefore gi ⊂ I. This shows
that ideals are precisely the direct summands gi, which implies the uniqueness of
the decomposition. �

Remark 5.2.2. Over a field k in positive characteristic p, this theorem does not
need to hold. For example (see [Rum, §2.4]), there is a nonsplit extension

0→ h = sl2(k[z]/zp)→ g→ k → 0
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where, for a vector space identification g = h⊕ k, the summand k acts by a certain
derivation:

[(X,x), (Y, y)] = ([X,Y ]− x∂Y + y∂X),

where, for X =

(
f(z) g(z)
h(z) −f(z)

)
, we have ∂X =

(
f ′(z) g′(z)
h′(z) −f ′(z)

)
. (This is the

semidirect product of h and k · ∂, see 5.1.19.)
The derived Lie algebra [g, g] is equal to h, which is also the unique minimal

ideal.

5.2.3. The Casimir element. The universal enveloping algebra U(g) typically
has a large center, even if g does not (e.g., is semisimple). This is a very important
reason for invoking the enveloping algebra. The structure of the center, over an
algebraically closed field in characteristic zero, is described by the Harish–Chandra
isomorphism, to be discussed later. For now, we focus on producing some elements
in the center.

Let (π, V ) be a finite-dimensional representation of a Lie algebra g, and assume
that the trace pairing

(X,Y )π = tr(π(X)π(Y ))

is nondegenerate. (In particular, the representation is faithful.)
It is immediate to see that the trace pairing is symmetric and invariant, hence

defines a g-equivariant isomorphism

T 2g = g⊗ g ' g∗ ⊗ g.

Proposition 5.2.4. If (π, V ) is a finite-dimensional representation of g with a
nondegenerate trace pairing, used to identify T 2g with End(g), the element Cπ ∈
U(g) which is the image of the identity operator I ∈ End(g) under the quotient
Tg→ U(g) lies in the center of U(g).

If (π, V ) is irreducible and k is algebraically closed, Cπ acts by a scalar on V ;
that scalar is equal to dim(g)/dim(V ), if the denominator is prime to the charac-
teristic of k.

Explicitly, if (Xi)i is a basis for g, and (Yi)i is the dual basis with respect to
the trace pairing of π, we have

Cπ =
∑
i

XiYi.

Its definition, which does not make use of the basis, makes it clear that this element
is independent of the basis.

Proof. Because of the invariance of the trace form, the adjoint representation of
g on the second graded piece T 2g of the tensor algebra coincides with the repre-
sentation of g on g∗ ⊗ g = End(g). Since the element I ∈ End(g) is invariant, i.e.,
ad(X)(I) = 0 for every X ∈ g, we have ad(X)(Cπ) = 0 for every X ∈ g, hence Cπ
is in the center of U(g).

If (π, V ) is irreducible, since Cπ is central, any eigenspace of Cπ is fixed under
g; thus, if the representation is irreducible and k is algebraically closed, Cπ must
act by a scalar. If the characteristic of k does not divide dim(V ), that scalar can
be computed as tr(π(Cπ))/dim(V ), and using a dual basis (Xi)i, (Yi)i, we have

tr(π(Cπ)) =
∑
i

tr(π(Xi)π(Yi)) = dim(g).
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(Notice that the representation is automatically faithful, since the trace form
is nondegenerate.) �

The following is a useful observation:

Lemma 5.2.5. Let π : g → gl(V ) be a faithful, finite-dimensional representation
of a semisimple Lie algebra in characteristic zero. The trace pairing ( , )π is non-
degenerate, and different simple summands of g (Proposition 5.2.1) are orthogonal
with respect to it.

Proof. By Cartan’s criterion 5.1.28, the trace pairing is nonzero on each simple
summand of g; since the radical of an invariant symmetric form is an ideal, it is non-
degenerate on each simple summand. The form is invariant, hence the orthogonal
complement of each simple summand is g-stable, and by induction it decomposes
into the direct sum of simple ideals in g (which is unique, by Proposition 5.2.1). �

Definition 5.2.6. Let g be a semisimple Lie algebra in characteristic zero, and
use the Killing form, which is nondegenerate by Theorem 5.1.31, to identify T 2g =
g∗ ⊗ g = End(g). The element C in the center of U(g) (by Proposition 5.2.4
applied to the adjoint representation), which is the image of the identity operator
I ∈ End(g) = T 2g in U(g), is called the Casimir element of U(g).

For example, when g = sl2 with generators (h, e, f) and bracket [h, e] = 2e,
[h, f ] = −2f , [e, f ] = h, the Casimir element is

C =
1

8
h2 +

1

4
ef +

1

4
fe =

1

8
h2 − 1

4
h+

1

2
ef =

1

8
h2 +

1

4
h+

1

2
fe.

5.2.7. Lie algebra cohomology and complete reducibility. We will examine
the question of whether a short exact sequence of g-representations

(5.2.7.1) 0→ A→ B → C → 0

admits a splitting: B ' A⊕ C.
The answer is given in terms of Lie algebra cohomology, which describes iso-

morphism classes of extensions B as in (5.2.7.1) in terms of a cohomology group.
Notice that any exact sequence of k-vector spaces splits (as vector spaces).

That is, there is an element of Homk(C,B) which lifts the identity element in
Homk(C,C). We would like to know that there is a g-invariant such element.
Thus, it suffices to show that if we apply the functor of “g-invariants” to the exact
sequence:

0→ Homk(C,A)→ Homk(C,B)→ Homk(C,C)→ 0,

it remains exact. (Notice that, in the context of Lie algebras, g-invariants—
equivalently, the trivial representation of g—simply means that g acts by zero.)

This is a problem is cohomology. The functor of g-invariants is left-exact, and
it admits right derived functors Hn(g, •) which, in particular, turn any short exact
sequence of g-modules 0 → U → V → W → 0 (think of the above Hom spaces
here) to a long exact sequence:

0→ Ug → V g →W g → H1(g, U)→ H1(g, V )→ H1(g,W )→ . . . .

The groups Hn(g, V ) can also be thought of as Extng (k, V ), which are the

derived functors of Homg(•, •) in either argument. The group Ext1(C,A), in par-
ticular, describes isomorphism classes of extensions (5.2.7.1).
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Theorem 5.2.8. If g is a semisimple Lie algebra in characteristic zero, for any
finite-dimensional g-module V we have H1(g, V ) = 0.

Every finite-dimensional representation of g is semisimple.

The statement on semisimplicity (complete reducibility) is due to Weyl, and
referred to Weyl’s theorem.

Proof. First, we reduce to simple g-modules by induction. Suppose that we have
a short exact sequence:

0→ U → V →W → 0,

and that the first cohomology groups of U and W are trivial, then the long exact
sequence shows that H1(g, V ) = 0, as well.

Now assume that V is irreducible. By the interpretation of H1(g, V ) in terms
of isomorphism classes of extensions

0→ V →W → k → 0,

it is enough to show that any such extension splits (as g-modules).
We will work separately on the cases where V is the trivial representation, and

V is nontrivial.
If V 6= k, then we first reduce to the case where g acts faithfully on V : Let h

be the kernel of the map g→ gl(V ) (it is an ideal of g). We claim that h also acts
trivially on W . Indeed, g maps W → V , and h maps V → 0, so [h, h] acts trivially
on W . But g is semisimple in characteristic zero, and by Proposition 5.2.1, it is a
sum of simple Lie algebras, hence h is a subsum of those, hence semisimple. Again
by the same proposition, [h, h] = h. So, the representation W factors through g/h,
and we may replace g by that to assume that g acts faithfully.

Consider, then, the trace pairing (X,Y )π 7→ tr(π(X)π(Y )), where π is the
representation of g on V . By Lemma 5.2.5, it is nondegenerate, hence the central
element Cπ of Proposition 5.2.4 is defined. By the same proposition, Cπ acts on V
by a nonzero scalar; on the other hand, it acts on k by zero. Thus, the short exact
sequence can be split W = V ⊕ k, according to the eigenspaces of Cπ.

If V = k, that means that the image of g in End(W ) consists of nilpotent
operators, hence is a nilpotent Lie algebra by Engel’s theorem 5.1.10. Being a
direct sum of simple Lie algebras by Proposition 5.2.1, g has no nontrivial nilpotent
quotients, hence W is the trivial representation. This completes the proof that
H1(g, V ) = 0 for any finite-dimensional representation V .

Finally, for a short exact sequence of g-modules 0 → A → B → C → 0,
applying the vanishing of cohomology to the modules Homk(C, •), we get a short
exact sequence

0→ Homg(C,A)→ Homg(C,B)→ Homg(C,C)→ 0,

hence the identity element in Homg(C,C) can be lifted to a g-morphism C → B.
This proves complete reducibility. �

Remarks 5.2.9. (1) Complete reducibility fails for infinite-dimensional rep-
resentations; in fact, in our study of the category O, we will construct
the finite-dimensional representations as quotients of infinite-dimensional,
non-semisimple representations.

(2) Complete reducibility fails in positive characteristic p. For example, the
Lie algebra g = sl2 is semisimple if p 6= 2, but the p-th symmetric power of
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its standard representation is not semisimple. Indeed, the space of poly-
nomials of degree p in two variables (x, y) contains the invariant subspace
generated by xp and yp (with trivial action of g), but the g-span of any
other nonzero vector v =

∑p
i=0 aix

p−iyi meets that subspace, because if

m is the maximal i with i 6= p such that ai 6= 0, and e = x ∂
∂y ∈ g, we have

emv = m!amx
m.

5.2.10. Derivations and the Jordan decomposition.

Proposition 5.2.11. Every derivation of a semisimple Lie algebra in characteristic
zero is inner (Definition 5.1.22).

Proof. The formula [D, ad(X)] = ad(DX) shows that the image of ad is an ideal
in Der(g). Since the image is a semisimple Lie algebra, there is a complementary
ideal I (namely, its orthogonal complement under the Killing form on Der(g)). But
if D ∈ I, and I is an ideal, the same formula shows that ad(DX) ∈ I ∩ ad(g) = 0,
which since ad is injective means that DX = 0, i.e. D = 0. �

Remark 5.2.12. We already saw in Remark 5.2.2 that Proposition 5.2.11 fails in
positive characteristic.

Proposition 5.2.13. If D ∈ Der(g) ⊂ End(g) then Ds, Dn ∈ Der(g).

Proof. We may assume that the field is algebraically closed. If X is in the gener-
alized λ-eigenspace and Y is in the generalized µ-eigenspace for D, then it can be
shown by induction that:

(D − (λ+ µ))n([X,Y ]) =

n∑
r=0

(
n

r

)
[(D − λ)r(X), (D − µ)n−r(Y )],

hence [X,Y ] is in the generalized µ+λ-eigenspace. This shows that Ds is a deriva-
tion, and then Dn = D −Ds is a derivation. �

Definition 5.2.14. Let g be a Lie algebra. An element X ∈ g is called semisimple
if ad(X) is a semisimple operator, and nilpotent if ad(X) is nilpotent.

Theorem 5.2.15 (Jordan–Chevalley decomposition). Let g be a semisimple Lie
algebra in characteristic zero. Every X ∈ g admits a unique decomposition X =
Xs +Xn, with Xs semisimple, Xn nilpotent, and [Xs, Xn] = 0.

Moreover, for any finite-dimensional representation ρ : g → gl(V ), and any
X ∈ g, we have ρ(Xs) = ρ(X)s, ρ(Xn) = ρ(X)n, where ρ(X) = ρ(X)s + ρ(X)n is
the Jordan decomposition of ρ(X).

For any morphism π : g1 → g2 of semisimple Lie algebras in characteristic
zero, and any X ∈ g1, we have π(Xs) = π(X)s, π(Xn) = π(X)n.

Proof. By the Propositions 5.2.13, ad(X)s and ad(X)n are derivations in End(g).
By Proposition 5.2.11, they belong to the image of ad. Since the adjoint represen-
tation is faithful, this proves the existence and uniqueness of Xs and Xn.

By complete reducibility of End(V ) under the adjoint g-action, we have:

End(V ) = ρ(g)⊕m,

where m is an ad(ρ(g))-invariant subspace. (Notice that in Proposition 5.2.11 we
were able to obtain a similar decomposition in Der(g) by using the Killing form, so
we did not need to know reducibility.)
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Since ρ(X)s, ρ(X)n are polynomials in ρ(X), their adjoint action preserves both
ρ(g) and m. Let ρ(X)n = ρ(a)+b with a ∈ g, b ∈ m. Since [ρ(g), b] = 0, b ∈ End(V )
is a g-endomorphism. If V = ⊕Vi is a decomposition into irreducibles, b acts by a
scalar on each one of them, by Schur’s lemma. On the other hand, we know that
ρ(X)n is nilpotent, ρ(a) and b commute, and trVi(ρ(a)) = 0 because a (like every
element of g) is a sum of commutators. Therefore, trVi(b) = 0, hence b acts by zero
on all Vi, i.e. b = 0.

Now, ρ(X)n = ρ(a) acts nilpotently on V , hence it acts nilpotently on End(V )
under the adjoint representation. By the decomposition End(V ) = g⊕m it follows
that it acts nilpotently on g. By the uniqueness of the Jordan decomposition we
can now infer that ρ(X)n = ρ(Xn).

Finally, for any morphism π : g1 → g2, setting ρ = ad ◦ π and applying the
previous statement, we obtain the last statement. �

5.3. Root systems and the structure of semisimple Lie algebras

In this section, the underlying field is of characteristic zero, and we keep as-
suming that all vector spaces are finite dimensional.

5.3.1. Representations of sl2. The Lie algebra of sl2 is generated over the un-
derlying field by three elements H,E, F with bracket relations:

[H,E] = 2E,

[H,F ] = −2F,

[E,F ] = H.

Let ∆ = 8C = 4FE + (H + 2)H in the center of U(g). (It turns out—see the
Harish-Chandra isomorphism, Theorem 6.5.7— that Z(Ug) is a polynomial ring
generated by this element.)

Given a representation V of sl2 (recall that all spaces are assumed finite-
dimensional in this chapter), and λ ∈ k, let Vλ denote the λ-eigenspace of H.
We don’t know yet that H acts semisimply, so a priori V is not the direct sum of
the Vλ’s.

Lemma 5.3.2. E · Vλ ⊂ Vλ+2; F · Vλ ⊂ Vλ−2.
There is a non-zero vector v ∈ V which is an eigenvector for H and such that

Ev = 0.

Proof. The first statement is clear from the bracket relations. From the finite-
dimensionality of V , there must be a nonzero H-eigenvector annihilated by E. �

Definition 5.3.3. A highest weight vector of an sl2-module is a nonzero vector
annihilated by E. A lowest weight vector of an sl2-module is a nonzero vector
annihilated by F .

Proposition 5.3.4. Fix a heighest weight vector v ∈ Vλ, and let V ′ be the span of
{F iv}i∈N. Then V ′ is sl2-stable, irreducible, and ∆ acts by λ(λ + 2). The highest
weight λ is a non-negative integer, and V ′ is the sum of one-dimensional weight
spaces V ′µ for µ = λ, λ− 2, λ− 4, . . . ,−λ.

Proof. It is clearly stable under F and H. We easily compute:

EFnvλ = n(λ− (n− 1))Fn−1vλ.

Hence, the space is E-stable.
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Moreover, since it is finite-dimensional, we must have n(λ − (n − 1)) = 0 for
some n ≥ 1, hence λ is a non-negative integer. In that case, n = λ + 1, and Fnvλ
must be zero (because it is a highest weight vector of weight −λ − 2 and, by the
same argument, it cannot generate a finite-dimensional representation). On the
other hand, for n < λ+ 1 EFnvλ 6= 0, hence Fnvλ 6= 0. The statement about the
weight spaces of V ′ follows.

We have: ∆v = 4FEv+(H+2)Hv = 0+λ(λ+2)v. Since ∆ commutes with the
action of sl2 and is generated by v, all elements of V ′ have the same ∆-eigenvalue.

On the other hand, V ′ has at most one eigenvector for each H-eigenvalue. If
V ′ was reducible, there would be some highest weight vector with eigenvalue 6= �

Theorem 5.3.5. For every nonnegative integer n there is a unique, up to isomor-
phism, irreducible finite-dimensional representation Vn of sl2 of heighest weight n
(in characteristic zero). It has dimension n+ 1, and eigenvalue n(n+ 2) under the
operator ∆.

All finite-dimensional representations of sl2 are H-semisimple, and direct sums
of the modules Vn.

Proof. If V denotes the standard, 2-dimensional representation, then it is easy
to see that SnV has a unique highest weight vector with weight n + 1, hence is
irreducible. Uniqueness follows from the explicit description of the action of E,F
and H above, and the rest follow from complete reducibility (Theorem 5.2.8) and
Proposition 5.3.4. �

This existence statement will require a lot more work in the general case.

5.3.6. Cartan subalgebras of semisimple Lie algebras.

Proposition 5.3.7. Assume that g is a semisimple Lie algebra in characteris-
tic zero, and let h be the generalized nilspace of an s-regular element (hence1, by
Proposition 5.1.18, a Cartan subalgebra). Then:

(1) h is a maximal abelian subalgebra.
(2) The centralizer of h is h.
(3) Every element of h is semisimple. Every s-regular element of g is semisim-

ple.
(4) The restriction of the Killing form (or any non-degenerate invariant sym-

metric bilinear form) of g to h is non-degenerate.

Proof. If we prove (??), the rest of the statements will follow; let us see how:
Cartan’s criterion says that a Lie subalgebra a of End(V ) is solvable if and only

if tr(XY ) = 0 for every X ∈ a, Y ∈ [a, a]. Applying this to ad(h) ⊂ End(g) (which
is nilpotent, hence solvable), we get that B(X,Y ) = 0 for all X ∈ h, Y ∈ [h, h]
(where B is the Killing form for g). Therefore, the radical of the restriction of B
to h contains the commutator, which means that [h, h] = 0. Thus, h is abelian.

The centralizer is contained in the normalizer, which is h, but since h is abelian
it coincides with it. Thus, h is maximal abelian.

Finally, let X ∈ h and let X = Xs + Xn be its Jordan decomposition. Since
Xs, Xn commute with the centralizer of X, which contains h, it follows that Xs, Xn

are in the centralizer of h, which is h. Thus, if Y ∈ h, ad(Y )ad(Xn) is nilpotent,

1Eventually, since they are conjugate, all Cartan subalgebras are of this form
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which implies that ad(Xn) is orthogonal to h under the Killing form. By non-
degeneracy of the Killing form on h, Xn = 0. Every s-regular element of g is
contained in its generalized nilspace h, hence is semisimple.

We come to the proof of (??): if X is an s-regular element such that h is the
generalized nilspace of X, let g =

⊕
λ gλ be a decomposition of g into generalized

ad(X)-eigenspaces. As we saw in the proof of Proposition 5.2.13, [gλ, gµ] ⊂ gλ+µ,
which implies that gλ ⊥ gµ (under the Killing form), unless λ+ µ = 0. Therefore,
the decomposition:

g = g0 ⊕
⊕

(gλ ⊕ g−λ)

is orthogonal, and since B is nondegenerate, it has to be non-degenerate on each of
the summands, in particular on h = g0. �

5.3.8. The root system of a semisimple Lie algebra. Let g be a semisimple
Lie algebra over an algebraically closed field k in characteristic zero. Fix h ⊂ g
a Cartan subalgebra. All constructions that follow depend, a priori, on h. In
Section 5.5 we will see that all Cartan subalgebras are conjugate, and this will
establish independence of the root system of g from the choice of h. Recall that,
by Proposition 5.3.7, h is abelian. It

By Proposition 5.3.7, the restriction of the adjoint representation to a Cartan
subalgebra h reads:

(5.3.8.1) g = h⊕
⊕
α

gα,

where the gα’s are eigenspaces with nonzero eigencharacter α ∈ h∗.

Definition 5.3.9. The set Φ of nonzero elements α ∈ h∗ such that gα 6= 0 in the
decomposition (5.3.8.1) is called the set of roots of g.

Theorem 5.3.10. The following hold for the set of roots Φ of a semisimple Lie
algebra g:

(1) Φ spans h∗.
(2) If α ∈ Φ, then −α ∈ Φ.
(3) If α ∈ Φ, let tα ∈ h be the image of α under the isomorphism: h∗ → h

defined by a non-degenerate invariant symmetric form ( , ) on g. Then,
for all X ∈ gα, Y ∈ g−α we have: [X,Y ] = (X,Y )tα.

(4) (tα, tα) 6= 0.
(5) The sum hα + gα + g−α is a subalgebra isomorphic to sl2; denote it by

sl2,α.
(6) If α, cα ∈ Φ then c = ±1.
(7) For any α, β ∈ Φ and non-proportional, the sl2,α-stable subspace gβ+Zα is

an irreducible representation of sl2,α.
(8) For any α ∈ Φ, let wα be the linear transformation λ 7→ λ − 〈λ, hα〉 on

h∗. Then, wα fixes Φ.

Remark 5.3.11. For the last statement of Theorem 5.3.10, we could have used
any positive definite invariant inner product; indeed, on the simple summands of g
(see Proposition 5.2.1) any two of them are equal up to a scalar, and the different
summands are orthogonal, so the reflections do not depend on the choice of invariant
inner product.
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Proof. (1) Any x ∈ h in the kernel of Φ is central in g, hence zero since g is
semisimple.

(2) Choose a non-degenerate invariant symmetric form ( , ). For α, β in Φ (or
zero), x ∈ gα, y ∈ gβ and any z ∈ h, by invariance we have

α(z)(x, y) = ([z, x], y) = −(x, [z, y]) = −β(z)(x, y).

Thus, (x, y) = 0 unless α + β = 0. Since the form is nondegenerate, for
every x there must be a y with (x, y) 6= 0, thus if α ∈ Φ, so is −α.

(3) Notice first that [gα, gβ ] ⊂ gα+β , so [x, y] must belong to h. For all
z ∈ h, x ∈ gα, y ∈ g−α we have: (z, [x, y]) = ([z, x], y) = α(z)(x, y) =
(z, (x, y)tα). Since the form is nondegenerate on h, by Proposition 5.3.7,
we deduce that [x, y] = (x, y)tα.

(4) Notice that the pairing ( , ) between gα and g−α is nonzero because oth-
erwise it would be degenerate on g. It follows that hα := [gα, g−α] is one-
dimensional, spanned by the element tα. If (tα, tα) = 0 then (tα, [x, y]) = 0
(for x, y as before), which implies that [tα, x] = [tα, y] = 0, and the el-
ements x, y, tα span a solvable Lie algebra. Thus, its image under the
adjoint representation stabilizes a full flag, and since tα is in its com-
mutator, ad(tα) is nilpotent. But by Proposition 5.3.7, ad(tα) is also
semisimple, so it has to be zero, which means that tα is a central element
in g, a contradiction.

(5) Let hα ∈ hα be the element characterized by α(hα) = 2, that is, hα =
2

(tα,tα) tα. Choose any nonzero element x = e ∈ gα, and then choose

y = f ∈ g−α with (e, f) = 2
(tα,tα) . Then, (h, e, f) is an sl2-triple, and we

denote its span by sl2,α. The subspace

m = hα ⊕
⊕

n∈Z,n6=0

gnα

decomposes, as an sl2,α-module, into finite-dimensional irreducible rep-
resentations with even weights (for hα). Since the zero weight space is
one-dimensional, this implies (from the classification of irreducible, finite-
dimensional representations of sl2) that it is irreducible. It contains the
adjoint representation of sl2, therefore m = sl2,α.

(6) The previous point proves that there are no integral multiples of α in
Φ, other than ±α. Similarly, again by the classification of irreducible,
finite-dimensional representations of sl2, the only other multiples are half-
integral, and if one of them appears, then α

2 must appear; indeed, the
weights for hα have to be integers, and if an odd integer appears, then so
must the weight 1. But, repeating this argument with α

2 in place of α, we
get that 2α2 cannot appear, a contradiction. Hence, α

2 /∈ Φ.
(7) For any β ∈ Φ which is non-proportional to α, consider the subspace

n = gβ+Zα.

It is a sl2,α-stable subspace with weights (for hα) of the same parity, and
each nonzero-weight space is one-dimensional, therefore it is an irreducible
representation of sl2,α.

(8) By the classification of irreducible representation of sl2, the subspace n
must include a range of weights differing by 2; therefore,

Φ ∩ (β + Zα) = {β + nα}qn=−r
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for some nonnegative integers r, q. This has r + q + 1 weights, therefore
the lowest weight must be −(r + q), the heighest weight must be (r + q).
Therefore,

(5.3.11.1) 〈β, hα〉 = r − q,
and we get

wα(β) = β − 〈β, hα〉α = β − (r − q)α ∈ Φ.

�

Definition 5.3.12. A (crystallographic) root system is a triple (E,Φ,W ), where

• E be a finite-dimensional real vector space;
• Φ is a finite subset of E not containing zero;
• W ⊂ GL(E) is a (necessarily finite) group of automorphisms preserving

Φ, generated by elements wα, α ∈ Φ, which fix a hyperplane and send the
root α to −α.

The group W is called the Weyl group of the root system.
The root system is said to be reduced if Φ ∩ Rα = {±α}.

Definition 5.3.13. The root system of a semisimple Lie algebra g, with respect to
a Cartan subalgebra h, is the triple (E,Φ,W ), where Φ ⊂ h∗, E is the R-span of
Φ, and W is the group generated by the reflections wα, α ∈ Φ.

Remark 5.3.14. In many references, a root system is defined with W replaced
by an inner product on E, such that the elements wα are orthogonal reflections
on the hyperplanes perpendicular to the roots. Clearly, such an inner product
determines the Weyl group W ; vice versa, any finite-dimensional representation
of a finite group is unitarizable, so for any root system in the sense of Definition
5.3.12, there is an inner product with respect to which the wα’s are orthogonal
reflections. Moreover, up to the obvious freedom of rescaling the inner product
on each irreducible summand of the root system (i.e., a summand that cannot be
further decomposed as a direct sum of two root systems), the inner product is
unique.

The following proposition shows a way to produce such an inner product for a
given Lie algebra.

Lemma 5.3.15. Let ( , ) be the Killing form, and use it to identify h∗ = h. Let E
be the R-span of the roots. Then, the Killing form is positive definite on the span
of roots.

Proof. Let tλ ∈ h be the element that corresponds to λ ∈ h∗ under the identifica-
tion. We compute:

(λ, λ) = (tλ, tλ) = tr((ad(tλ))2) =
∑
α∈Φ

α(tλ)2.

If we can show that (α, β) = α(tβ) ∈ R for every root β, that would imply positivity
(since we already know, from Theorem 5.3.10, that α(tα) = (tα, tα) 6= 0.

From (5.3.11.1), we have that (α, β) = α(tβ) =
α(hβ)

2 (β, β) ∈ Q · (β, β), and
therefore

(β, β) =
∑
α∈Φ

(α, β)2 ∈ Q · (β, β)2,

therefore (β, β) ∈ Q and (α, β) ∈ Q. �
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Definition 5.3.16. Given a Cartan algebra h ⊂ g, the element hα ∈ h of any
sl2-triple (hα, e, f) with e ∈ gα, f ∈ g−α is called the coroot associated to the root
α, and denoted by α̌.

Notice that hα does not depend on the choice of e and f . We will denote the
set of coroots by Φ̌. Hence, the simple reflection wα on h∗ associated to the root α
can be written:

(5.3.16.1) wα(x) = x− 〈x, α̌〉α.

Lemma 5.3.17. If (E,Φ,W ) is a root system, then (E∗, Φ̌,W ) is also a root
system, where W acts on E∗ by the dual representation to E.

Proof. Obvious. �

Definition 5.3.18. If (E,Φ,W ) is a root system, the dual root system is the triple
(E∗, Φ̌,W ) of Lemma 5.3.17.

We will need the classification of root systems of rank two, and a corollary of
that.

Proposition 5.3.19. The only root systems of rank two are the root systems A1×
A1, A2, B2 and G2. If α, β are two non-proportional roots in a root system Φ with〈
α, β̌

〉
< 0, then α+ β ∈ Φ.

Proof. [Definitions and proofs for the first statement to be added later—easy to
look up!]

If α, β are non-proportional roots in a root system, the intersection of the set of
roots with their linear span, together with the subgroup of the Weyl group generated
by the reflections wα, wβ , form a root system of rank two. The classification shows

that if
〈
α, β̌

〉
< 0, then α+ β is also a root.

�

5.4. Parabolic subalgebras

Definition 5.4.1. A based root system is a quadruple (E,Φ ⊃ Φ+,W ) consisting
of a root system, and a subset Φ+ which consisting of the elements of Φ on one side
of a hyperplane not meeting Φ (that is, Φ+ = {α ∈ Φ|t(α) > 0} for some linear
functional t ∈ E∗ such that ker(t) does not contain any roots).

The simple roots of a based root system are those elements of Φ+ which cannot
be written (non-trivially) as a nonnegative integral linear combination of other
elements of Φ+. The set ∆ of simple roots is called a basis of the root system.

The name is due to the following:

Proposition 5.4.2. Given a based root system (E,Φ ⊃ Φ+,W ) with set of simple
roots ∆, the root lattice R = 〈Φ〉Z (the subgroup of E generated by Φ) is freely
generated by ∆; in particular, the elements of ∆ are linearly independent.

Proof. Choose an inner product ( , ) with respect to which the elements of W are
orthogonal.

By Proposition 5.3.19, we have (α, β) ≤ 0 for all α, β ∈ ∆, because otherwise
α− β or β − α would belong to Φ+, contradicting the fact that they are indecom-
posable.
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Consider a nontrivial zero linear combination∑
α∈∆

cαα = 0.

Since all elements of ∆ belong to the same open half-plane, some of the coefficients
are positive and some are negative, so we can write

λ :=
∑

α∈∆,cα>0

cαα =
∑

α∈∆,cα<0

(−cα)α,

with none of the two sums being empty. Then,

(λ, λ) =

 ∑
α∈∆,cα>0

cαα,
∑

α∈∆,cα<0

(−cα)α

 ≤ 0,

contradicting the positivity of the inner product.
Thus, the elements of ∆ are linearly independent, and since by definition every

other element of Φ+ belongs to their Z-span, they are a free basis for the root
lattice. �

Definition 5.4.3. A Borel subalgebra of a Lie algebra is a maximal solvable sub-
algebra. A parabolic subalgebra is a subalgebra containing a Borel subalgebra.

Obviously, every Cartan subalgebra is contained in a Borel subalgebra.

Lemma 5.4.4. A Borel subalgebra b of a Lie algebra g is self-normalizing.

Proof. If x ∈ g normalizes b, then the subalgebra b′ generated by b and x is
solvable. By the maximality of b, b′ = b. �

The following will be useful for the results that follow:

Lemma 5.4.5. Any Lie subalgebra of g containing the Cartan subalgebra h is of
the form

g = h⊕
⊕
α∈P

gα,

for some closed subset P ⊂ Φ, in the sense that if α, β ∈ P and α + β ∈ Φ, then
α+ β ∈ P .

Proof. Any Lie subalgebra containing h is an h-submodule, therefore a sum of h
with some of the (one-dimensional) root spaces.

The fact that the subset P of roots appearing is closed follows from Theo-
rem 5.3.10: for α, β non-proportional, the subspace gβ+Zα is an irreducible sl2,α-
representation; therefore, a nonzero element e ∈ gα does not kill gβ , unless this is
the highest weight space, that is, unless α+ β /∈ Φ. �

Proposition 5.4.6. Given a Cartan subalgebra h in a semisimple Lie algebra g,
the set of Borel subalgebras containing h is in bijection with the set of bases on
the root system (E,Φ,W ) associated to h, where a choice Φ+ ⊂ Φ of positive roots
corresponds to the Borel subalgebra

b = h +
⊕
α∈Φ+

gα.
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The parabolic subalgebras containing this Borel subalgebra are determined by subsets
of the set ∆ of simple roots, with I ⊂ ∆ corresponding to the parabolic subalgebra

pI = b +
⊕
α∈Φ+

I

g−α,

where Φ+
I is the set of elements of Φ+ in the span of I.

Proof. Any Lie subalgebra containing h must be a sum of root spaces, and if it
is solvable it cannot contain gα and g−α at the same time, because then it would
contain a copy of sl2. Thus, if P is the set of roots whose root spaces are contained
in b, we have P ∩ (−P ) = ∅. We will prove that this implies that P lies in a
half-space.

We claim that no nontrivial sum α1 +· · ·+αn of elements of P is zero; indeed, if
this is the case, then (α1, αj) < 0 for some j (for a chosen invariant inner product),
therefore α1 +αj ∈ Φ by Proposition 5.3.19, and therefore α1 +αj ∈ P , by Lemma
5.4.5. This reduces the claim to a sum of n− 1 elements, and the claim follows by
induction.

Now we claim that there exists an β ∈ P with (α, β) ≥ 0 for all α ∈ P . If
not, we would be able to choose an infinite sequence α• : N → P with βn =
α1 + α2 + · · ·+ αn ∈ P for all n; indeed, having chosen the first n elements of this
sequence, by assumption (α, βn) is not ≥ 0 for all α ∈ P , but then choosing αn+1

with (αn+1, βn) < 0, again by Proposition 5.3.19 and Lemma 5.4.5, we would get
that βn + αn+1 ∈ P . Now, the finiteness of P implies that βi = βj for some i < j,
implying that αi+1 + · · ·+ αj = 0, a contradiction.

This proves that P lies in a half-space (open, since no opposite elements of Φ
are in P ), and it is clear that a Lie algebra of the form h +

⊕
α∈Φ+ gα is solvable,

therefore a maximal solvable Lie algebra containing h has to be of this form.
For a parabolic subalgebra p properly containing b, if now P denotes the set of

roots in the weight decomposition of p, if −β ∈ P for some positive root β, and if
β = α1 + · · ·+ αn is its decomposition as a sum of elements of ∆, we will prove by
induction on n that all −αi ∈ P . We have (β, β) > 0, therefore (−β, αi) < 0 for
some i, hence γ := −β + αi ∈ P (or is zero), by the same argument as before. If
γ 6= 0, then −γ ∈ P , and again by Lemma 5.4.5, −αi = −β + (−γ) ∈ P . By the
induction hypothesis, for all elements α ∈ ∆ in the decomposition of −γ, −α ∈ P ,
and the claim is proven.

Vice versa, if I = ∆ ∩ (−P ), and β ∈ Φ+ is in the linear span of I, then β can
be written as a sum α1 + · · ·+ αn of elements of I, and we will prove by induction
on n that −β ∈ P . Again, (−β, αi) < 0 for some i, so −β + α1, if nonzero, is in P ,
by the induction hypothesis. Since −α1 ∈ P , by Lemma 5.4.5, −β ∈ P , as well. �

5.5. Conjugacy of Borel and Cartan subalgebras

In this section, g is a finite-dimensional Lie algebra over an algebraically closed
field k of characteristic zero.

Definition 5.5.1. Given a Lie algebra g, let N(g) = {X ∈ g|∃Y ∈ g, a 6=
0 with [X,Y ] = aX}, i.e., all elements which belong to a nonzero eigenspace under
the adjoint action of some other element. The group E(g) is the subgroup of all
automorphisms of g generated by the automorphisms exp(ad(X)), X ∈ N(g).
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The following lemma shows that the automorphisms of Definition 5.5.1 are
well-defined:

Lemma 5.5.2. The elements of the set N(g) of Definition 5.5.1 are nilpotent.

Proof. The relation [X,Y ] = aX means that X takes the λ-generalized eigenspace
of Y to the (λ − a)-generalized eigenspace. Since we are in characteristic zero, all
λ− na, n ∈ Z, are distinct, and by finite-dimensionality, the λ− na-eigenspace has
to be zero for large n. �

Remark 5.5.3. In semisimple Lie algebras, it turns out that E(g) is the entire
group of inner automorphisms, i.e., automorphisms generated by nilpotent ele-
ments. On the opposite end, if g is nilpotent, then E(g) is trivial.

Theorem 5.5.4. Let k be algebraically closed, in characteristic zero. Any two
Borel subalgebras of g are conjugate under E(g), and any two Cartan subalgebras
of g are conjugate under E(g).

Proof. Omitted, for now. See [Hum78] or [Ste09]. The analog of this theorem
for algebraic groups appears in Section 7.4. �
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CHAPTER 6

Verma modules and the category O.

A good reference for the category O is the book [Hum08] of Humphreys.
In this section, all Lie algebras and representations are over an algebraically

closed field in characteristic zero, which for notational simplicity we take to be C.

6.1. Verma modules

We have seen 5.2.8 that finite-dimensional representations of semisimple Lie
algebras are completely reducible. We now want to construct those irreducible
representations (in particular, to show that there is a unique one up to unique
isomorphism for each given weight), and to compute their characters.

In specific cases one can do that “by hand”, constructing first the irreducible
representations attached to fundamental weights, and then the rest by taking tensor
products of those, and removing copies of the representations already constructed.
For instance, for sln the n−1 fundamental representations are the first n−1 exterior
powers of the standard, n-dimensional represntation.

For a more systematic approach, it is better to move outside the realm of finite-
dimensional representations. The category to consider is motivated by the following
definition and lemma:

Definition 6.1.1. Let g be a semisimple (or reductive) Lie algebra, b a Borel
subalgebra, and h its quotient by its commutator. Let V be a representation of g.
A heighest weight vector (for the given choice of Borel subgroup) is an eigenvector
for b, and the eigencharacter λ ∈ h∗ is called the weight of the highest weight vector.

Lemma 6.1.2. A finite-dimensional representation of a semisimple Lie algebra is
generated by its highest weight vectors.

Proof. Since the representation is semisimple by Theorem 5.2.8, it is enough to
show that any irreducible representation V contains a highest weight vector. This
follows from Lie’s theorem 5.1.12. �

Thus, we will attempt to construct all finite-dimensional representations by
constructing the universal objects with highest weight.

More precisely, we consider the category of g-modules of arbitrary, possibly
infinite, dimension (no topology), and for λ ∈ h∗ (where h denotes a universal
Cartan, later to be identified with a Cartan subgroup of g) we let Mλ denote the
module defined by the following universal property:

Definition 6.1.3. Let g be a semisimple Lie algebra, b a Borel subalgebra, and
h its reductive quotient. Fix λ ∈ h∗. The Verma module of highest weight λ is a
g-module Mλ with the property

Homg(Mλ, V ) = Homb(Cλ, V ),

73
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where Cλ is the one-dimensional module where b acts by the character λ.

Lemma 6.1.4. For every λ ∈ h∗, the Verma module Mλ exists and can be identified
as

Mλ = U(g)⊗U(b) Cλ.

Proof. Simply the universal property of tensor products. �

Let us now fix an opposite Borel b−, identifying h with b ∩ b−. We denote
by n, n− the nilpotent radicals of b, b−. Notice that, by the PBW theorem, as a
b−-module:

(6.1.4.1) Mλ = U(n−)⊗C Cλ,
where U(n−) acts by left multiplication on the first factor, and the h-action is the
tensor product of the adjoint representation and the representation on Cλ.

Therefore:

Lemma 6.1.5. (1) Mλ is h-locally finite and semisimple. The (h-)weights
of Mλ are of the form λ −

∑
i ciαi, where αi range over simple positive

roots (we will denote their set by ∆) and ci ∈ Z≥0. The weight spaces are
finite-dimensional, and the λ-weight space Mλ

λ is one-dimensional.
(2) Mλ is n-locally finite.

Proof. The first statement follows immediately from the presentation (??), and
the second from the first and the fact that the action of n raises weights. �

Proposition 6.1.6. Mλ has a unique irreducible quotient Lλ.

Proof. Any proper submodule is spanned by its h-eigenspaces (since the h-action
is locally finite), and if it is proper, it cannot meet Mλ

λ , since this generates Mλ.
Therefore, the sum of all proper submodules is proper. �

6.2. The category O.

Definition 6.2.1. The category O is the full subcategory of the category of g-
modules consisting of those objects which are:

• h-locally finite and semisimple;
• n-locally finite;
• finitely generated.

By Lemma 6.1.5, Verma modules belong to the category O.

Lemma 6.2.2. A g-submodule or a quotient module of a module in O is in O. The
category O is a Noetherian abelian category.

Proof. For a g-submodule N ⊂ M , if M is h-locally finite and semisimple and
n-locally finite, so is N . Moreover, the universal enveloping algebra U(g) is Noe-
therian, by Proposition 4.3.8, hence if M is finitely generated, so is N . The same
properties for quotient modules are obvious.

The category being Noetherian means that the union of an increasing chain of
submodules has to stabilize. But the union is a submodule, hence finitely generated,
therefore stabilizes.

The category of g-modules is abelian, and it is clear that coproducts (direct
sums) of objects in O are also in O. Since submodules and quotient modules (hence,
kernels and cokernels) are also in O, the category is abelian. �
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We will eventually see that it is also Artinian, i.e. every object is of finite length.

Lemma 6.2.3. Every object in O has a filtration whose quotients are surjective
images of Verma modules.

Proof. Let V be in O, and let W ⊂ V be a finite-dimensional, generating sub-
space. Without loss of generality, W is b-stable (for U(b)W is, in any case, finite-
dimensional). By Lie’s theorem 5.1.12, it has a filtration with one-dimensional
quotients. Therefore, V has a filtration with quotients generated by b-eigenvectors.
Each such representation is the surjective image of a Verma module. �

Definition 6.2.4. The character chV of an object V in the category O (or a sub-
h-module) is the formal sum ∑

λ∈h∗
dimVλ · eλ.

Lemma 6.2.5. For every V ∈ O, the character chV belongs to the ring C of formal
sums

∑
λ∈h∗ c(λ)eλ, where c• : h∗ → Z is supported in a finite number of translates

of the negative root monoid, and multiplication defined by eλ · eµ = eλ+µ.
The character map ch : O → C factors through the Grothendieck group Z[O] of

the category O; moreover, for any finite-dimensional g-module L, and any M ∈ O,
we have L⊗M ∈ O, and chL · chM = chL⊗M .

Recall that the Grothendieck group of an abelian category C is the free group
on its objects, modulo the relation: [B] = [A] + [C] for every short exact sequence
0→ A→ B → C → 0. We will eventually see that the Grothendieck group of O is
generated by Verma modules, in fact: it is free on the set of Verma modules.

Proof. It is clear from the definition that the character factors through the Grothendieck
group. It follows from Lemma 6.2.3 that the support of the character of any object
is contained in the support of the character of a finite direct sum of Verma mod-
ules. By Lemma 6.1.5, the support of the characters of those are translates of the
negative root monoid. �

6.3. The case of sl2, and application to general Lie algebras.

Let g = sl2. We identify h∗ ' C, by applying the positive root α̌. Under this,
the half-sum of positive roots ρ = α

2 corresponds to 1.

Lemma 6.3.1. For g = sl2, Mλ−ρ is irreducible, unless λ ∈ Z>0, in which case
there is an exact sequence:

0→M−λ−ρ →Mλ−ρ → Lλ−ρ → 0.

Proof. Every submodule must have a highest weight vector, which must be of the
form Fnvλ−ρ. We compute that:

EFnvλ−ρ = n(λ− n)Fn−1vλ−ρ,

therefore for it to be zero, for some n > 0, we must have λ ∈ Z>0. �

We return to the case of a general semisimple g. Then:

Proposition 6.3.2. If α is a simple root such that 〈λ, α̌〉 ∈ Z>0 then there is an
embedding: Mwαλ−ρ ↪→ Mλ−ρ. The quotient V = Mλ−ρ/Mwαλ−ρ has the property
that it is locally (sl2)α-finite, where (sl2)α denotes the embedding of sl2 into g
determined by the root α. The character of any subquotient of V is wα-stable.
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Proof. As in Lemma 6.3.1, we calculate that there is a highest weight vector
with weight wαλ, hence there is a non-trivial map: Mwαλ−ρ → Mλ−ρ. Since
Mwαλ−ρ,Mλ−ρ ' U(n−) as U(n−)-modules, and U(n−) does not have zero divisors,
such a map has to be injective.

With notation (Hα, Eα, Fα) for the sl2-triple corresponding to α, we need to
show that the quotient is Fα-locally finite. (Finiteness under the other two is
automatic for the category O.) If V ′ is the set of Fα-finite vectors, then V ′ 3 vλ−ρ;
we claim that V ′ is g-stable. Indeed, we have a homomorphism of Fα-modules:
g⊗ V ′ → V , where Fα acts on g via the adjoint representation. But g is Fα-finite
and V ′ is Fα-locally finite, hence their tensor product is locally finite, therefore
gV ′ ⊂ V ′. Together with vλ−ρ ∈ V ′, this implies that V ′ = V .

The last assertion follows from the corresponding statement on finite-dimensional
sl2-modules, see 5.3.1. �

Because of the shift by ρ in the previous proposition, it is convenient to define
a modified action of the Weyl group on h∗.

Definition 6.3.3. The dot action of W on h∗ is defined by

w • λ = w(λ+ ρ)− ρ.
Hence, replacing λ−ρ by λ, the embedding of Proposition 6.3.2 reads: Mwα•λ ↪→

Mλ, when 〈λ, α̌〉 ∈ Z≥0.

Proposition 6.3.4. If V is a finite-dimensional g-module, its character is W -
invariant. Moreover, if V is irreducible, it is equal to the irreducible quotient Lλ,
for some weight λ that is integral (i.e. 〈α̌, λ〉 ∈ Z for all roots α) and dominant
(i.e. 〈α̌, λ〉 ≥ 0 for all positive roots α).

Vice versa, assume that λ is integral and dominant. Then, the representation:

Mλ/
(∑

Mwα•λ

)
(sum over simple positive roots) is finite dimensional, and equal to the unique irre-
ducible quotient Lλ of Mλ.

Proof. If V is finite-dimensional, by Weyl’s theorem 5.2.8 it is a direct sum of
irreducibles, hence a direct sum of Lλ’s, for various weights λ. Restricting to sl2,α,
the copy of sl2 corresponding to a simple root α, we see that, in order for Lλ to be
finite-dimensional, the highest weight λ must satisfy 〈λ, α̌〉 ∈ Z≥0. This holds for
every α, therefore λ must be integral and dominant.

In this case, by Proposition 6.3.2, the irreducible quotient of Mλ will have a
wα-stable set of weights, for every simple root α, therefore a W -stable set of weights.

On the other hand, all weights are ≤ λ and differ from λ by an element of
the root lattice, so there is a finite set of weights only. Finally, the weight spaces
are finite dimensional, so the quotient is finite-dimensional. If the quotient were
not irreducible, by complete reducibility it would be a direct sum of irreducibles,
contradicting the fact that Lλ is the unique irreducible quotient of Mλ. �

6.4. The Chevalley isomorphism

Let g be a reductive Lie algebra, h a Cartan subalgebra. The goal of this
section is to study the ring C[g]g of invariant polynomials on g under the adjoint
representation. If g is the Lie algebra of a connected complex group G, this is equal
to C[g]G.
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Theorem 6.4.1 (Chevalley isomorphism). The restriction map under h ↪→ g gives
rise to an isomorphism

(6.4.1.1) res : C[g]g → C[h]W .

Proof. For injectivity, we need to use conjugacy of Cartan subalgebras, Theorem
5.5.4: If G is the group E(g) of inner automorphisms of Definition 5.5.1, we have
C[g]g = C[g]G and Ad(G)(h) is dense in g, so the restriction map of G-invariant
functions to h is injective.

For W -invariance, it is enough to show that the image is invariant under the
reflection wα corresponding to any simple root α. This simple root defines an
embedding m := sl2 ⊕ α⊥ ↪→ g, where α⊥ ⊂ h is the orthogonal complement of α
in h. The Lie algebra m contains h, and we have restriction maps

C[g]g → C[m]m → C[h].

This reduces us to the case of sl2 = 〈h, e, f〉.
Now, for a nilpotent elementX of a Lie algebra g, the automorphism exp(ad(X)) =∑

n≥0
1
n!ad(X)n of g makes sense, since ad(X) is nilpotent. In the case of sl2, with

w the nontrivial element of the Weyl group, we notice that the automorphism w of
h is induced by the automorphism

w̃ = exp(ad(e)) exp(ad(−f)) exp(ad(e))

of g. (This is simply conjugation by the element

(
1

−1

)
of SL2.) This proves

that the restriction of a g-invariant polynomial function on g to h is W -invariant.
We now pass to surjectivity, which is the deepest part of the theorem. Both

C[g]g and C[h]W are graded by the degree of a polynomial, which we will denote by
an index C[ ]d, and the map between them preserves the grading. (We will introduce
a filtration on these modules below.) Since W is a finite group, the symmetrization
map

C[h]d 3 f 7→ fW :=
1

|W |
∑
w∈W

w · f ∈ C[h]Wd

is a W -equivariant projection, and certainly the elements of the form λd, λ ∈ h∗,
span C[h]d. We can even restrict to λ integral and dominant.

If λ is a dominant, integral weight, and (ρλ, Vλ) is the irreducible finite-dimensional
representation with heighest weight λ, the left hand side contains the trace function

fλ,d(X) = trρλ(X)d.

We define a filtration of C[g]g by dominant integral weights, where the filtered
piece FλC[g]g consists of the span of all fµ,d(X) with µ ≤ λ, where, by definition,
µ ≤ λ ⇐⇒ λ−µ ∈ R+, where R+ is the monoid spanned by positive roots. (This
is a standard partial ordering on the weight lattice; weights which do not differ by
an element in the root lattice do not have a common upper bound, but we won’t
worry about this since for this argument we can restrict λ further to be in any
lattice of finite index, such as the root lattice.)

Similarly, we define a filtration of C[h]Wd , with FλC[h]Wd spanned by the ele-
ments (µd)W with µ ≤ λ. Since Vλ has a W -invariant set of weights, all ≤ λ, and
with dimV λλ = 1, we get that res maps FλC[g]g → FλC[h]Wd , with res(fλ,d) ≡
|W |(λd)W in grλC[h]Wd . The element (λd)W spans grλC[h]Wd , thus we get by induc-
tion (the base case λ = 0 being trivial) that the map (6.4.1.1) is surjective. �
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There is a second part to Chevalley’s theorem, which asserts that the algebra
of invariant functions is a polynomial algebra.

Theorem 6.4.2. Let E be a complex vector space, and W ⊂ GL(E) a finite sub-
group of automorphisms, which is generated by pseudoreflections (i.e., elements that
fix a hyperplane). Then, the algebra C[E]W is a polynomial algebra in d = dim(E)
generators. In particular, for a semisimple Lie algebra g over C, the algebra of
invariants C[g]g is a polynomial algebra over C in rank(g) generators.

Proof. See [Ste09], for now. �

Example 6.4.3. For g = sln, the coefficients of the characteristic polynomial of
an element X:

χX(t) = tn + tr(−X;∧2Cn)tn−2 + · · ·+ tr(−X;∧n−1Cn)t+ det(−X)

generate the ring C[g]g freely.

Definition 6.4.4. The fundamental degrees of a finite reflection group W acting
on a Euclidean space E are the degrees of a set of homogeneous free generators of
the polynomial ring C[E]W . The fundamental degrees of a semisimple Lie algebra
are the fundamental degrees of its root system.

For example, for g = sln, the fundamental degrees are 2, . . . , n. These degrees
(di, i = 1, . . . ,dimE) are uniquely defined, and have some interesting properties,
for example:

(6.4.4.1)
∏
i

di = |W |,

(6.4.4.2)
∑
i

di =
|Φ|
2

+ dimE.

See [Hum90, §3].

6.5. The Harish-Chandra homomorphism

Definition 6.5.1. The Harish-Chandra center of a Lie algebra g is the center Z(g)
of the universal enveloping algebra U(g).

Notice that, although we write Z(g), this is not the center of g itself (which is
trivial for semisimple algebras), but of its universal enveloping algebra.

What goes by the name of “Harish-Chandra homomorphism” is actually an
isomorphism, between Z(g) and the polynomial ring C[h∗]W,• = U(h)W,•, where •
denotes the dot action of W , see 6.3.3. To construct it, we consider the action of
Z(g) on a specific g-module with a commuting h-action.

Definition 6.5.2. The universal Verma module is the g-module M with the prop-
erty that

Homg(M,V ) = Homn(C, V ).

As with Verma modules, the universal Verma module M exists, and can be
identified with

M = U(g)⊗U(n) C = U(g)/U(g)n.

Writing

M = U(g)⊗U(n) C = U(g)⊗U(b) (U(b)⊗U(n) C) = U(g)⊗U(b) U(h),
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we see that M is a g× h-module. The following lemma will give rise to the Harish-
Chandra homomorphism:

Proposition 6.5.3. For every X ∈ Z(g), there is a unique element φ(X) ∈ U(h)
such that the action of X on the universal Verma module M coincides with the
action of φ(X). The resulting map

φ : Z(g)→ U(h)

is a ring homomorphism.

Remark 6.5.4. Explicitly, Proposition 6.5.3 says that, under the identification
M = U(g)/U(g)n, the image of Z(g) in the quotient lies in the image of U(h); in
other words, Z(g) ⊂ U(h) + U(g)n.

Notice that U(h) = S(h) = C[h∗].

Proof. The action of Z(g) commutes with that of U(g), so it suffices to show that
the action of X on a generator of the module M coincides with the action of some
φ(X) ∈ U(h). Take this generator to be the element 1 := 1⊗ 1 ∈ U(g)⊗U(b) U(h).
This element is annihilated by the adjoint action of g, in particular, under the action
of h considered as a subalgebra of g. Using the Poincaré–Birkhoff–Witt theorem,
we compute that M , restricted to h ⊂ g, is isomorphic to

U(n−)⊗ U(h).

Since U(n−)h = C, we get that Mh = U(h), so X · 1 = φ(X) ∈ U(h).
But φ(X) is also the image of the element φ(X) ∈ U(h) acting on 1 via the

action of h that commutes with the action of g, which we will denote as a right
action:

φ(X) = 1 · φ(X).

Since the action of U(g) commutes with the action of Z(g), the same holds when
we replace 1 by any element Z ∈M :

X ·M = M · φ(X).

Therefore φ(XY ) = 1 · φ(XY ) = XY · 1 = X(1 · φ(Y )) = (1 · φ(Y )) · φ(X) =
1 · φ(X)φ(Y ), and the map φ is a homomorphism. �

Definition 6.5.5. The homomorphism φ : Z(g)→ U(h) of Proposition 6.5.3 is the
Harish-Chandra homomorphism.

Proposition 6.5.6. The center Z(g) of U(g) acts on each Verma module Mλ by
a character χλ : Z(g) → C. If λ, µ are integral and conjugate by the dot action of
the Weyl group (Definition 6.3.3), then χλ = χµ.

Proof. The center preserves the eigenspaces for the h-action, and since Mλ
λ is one-

dimensional, it acts on it by a scalar. This generates Mλ under the U(g)-action, so
the center acts by the same scalar on all of Mλ.

If λ, µ are integral, λ is dominant, and w • µ = λ for some w ∈ W , we saw in
Proposition 6.3.2 that there is an embedding Mµ ↪→Mλ, therefore χµ = χλ. Since
w is arbitrary, the same holds without the assumption that λ be dominant. �

Theorem 6.5.7. The Harish-Chandra homomorphism is injective, and gives rise
to an isomorphism

Z(g) ' C[h∗]W,•,
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where the exponent on the right means invariants with respect to the dot action
6.3.3.

Of course, the map λ 7→ ρ+ λ induces, by pullback, an isomorphism C[h∗]W '
C[h∗]W,•, but it is good to keep in mind that the most natural map gives rise to
invariants with respect to the dot action.

Proof. Any λ ∈ h∗ defines a morphism of b-modules U(h)→ Cλ, which by induc-
tion gives rise to a morphism M →Mλ. Therefore, the character χλ by which Z(g)
acts on Mλ is equal to λ ◦ φ, where φ is the Harish-Chandra homomorphism. For
every integral λ, and every w ∈W , we have, by Proposition 6.5.6, λ◦φ = (w•λ)◦φ,
and since those λ’s are Zariski dense in h∗, the image of the Harish-Chandra ho-
momorphism lies in the invariants for the dot action.

Having constructed the homomorphism Z(g) → C[h∗]W,•, there remains to
show that it is a bijection. The argument to be used is quite general: once a homo-
morphism between filtered rings is constructed, to show that it is an isomorphism,
it is enough to show this for their associated graded rings.

Notice that the natural filtration of U(g) is g-stable, and therefore

Z(g) = lim
→

(F dU(g))g.

Thus, Z(g) is filtered by F dZ(g) = (F dU(g))g. The Harish-Chandra homomor-
phism respects this filtration, and induces a homomorphism of the associated
graded:

grφ : grZ(g)→ grU(h)W,•.

Also, notice that the shift by ρ in the definition of the dot action of W is not seen
at the graded level, so grU(h)W,• is canonically equal to S(h)W (invariants for the
standard action of W ).

In what follows, we will use an invariant bilinear form to identify g ' g∗, h = h∗,
and apply the Chevalley isomorphism of Theorem 6.4.1. In doing so, we keep in
mind that the invariant bilinear form identifies n as the orthogonal complement of
b. Therefore, the restriction map S(g) = C[g∗] → C[h∗] = S(h) takes the ideal
S(g)n to zero.

By Remark 6.5.4, any element in Z(g) belongs to the subspace U(h)⊕U(g)n ⊂
U(g). Restricting to the d-th piece of the filtration, we obtain a commutative
diagram

[Look at pdf file if diagram does not appear.]

F dZ(g)

HC

��

� � // F d (U(h)⊕ U(g)n)

proj

ww
gr

��

� � // F dU(g)

gr

��
F dU(h)

gr

''

Sd(h)⊕ Sd−1(g)n

proj

��

� � // Sd(g)

res
ww

Sd(h).

The composition F dZ(g) → Sd(h) is precisely the grading of the Harish-
Chandra homomorphism grdφ : grdZ(g)→ grdU(h)W,•, as can be seen by following
the arrows on the left.
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On the other hand, because of complete reducibility (Theorem 5.2.8), the as-
sociated graded of Z(g) is

grdZ(g) =
(
grdU(g)

)g
= Sd(g)g,

where we have used complete reducibility to say that the functor of g-invariants,
applied to the short exact sequence

0→ F d−1U(g)→ F dU(g)→ Sd(g)→ 0,

preserves exactness.
Thus, applying the functor of g-invariants on the right-most arrows in the dia-

gram, and the Chevalley isomorphism 6.4.1, we obtain that grdφ is an isomorphism:
grdZ(g)→ S(h)W . Thus, the Harish-Chandra homomorphism φ is an isomorphism
onto U(h)W,• = C[h∗]W,•.

�

6.6. Localization with respect to Z(g)

We return to the study of the category O.

Lemma 6.6.1. For every object V in O, the action of Z(g) on V is locally finite.

Proof. We have seen in Lemma 6.2.3 that every object can be filtered by surjective
images of Verma modules. By Proposition 6.5.6, Z(g) acts by a scalar on Verma
modules, hence also on their quotients. Therefore, it acts locally finitely on finite
extensions of such objects. �

Set h∗//•W = SpecC[h∗]W,•, so that the maximal ideals of Z(g) are the complex
points of the quotient h∗//•W , which are the points of the set-theoretic quotient
of h∗ by the dot action of W .

For χ ∈ h∗//•W , we let Oχ denote the full subcategory consisting of objects of
O which are generalized eigenspaces for Z(g) with generalized eigencharacter χ.

Theorem 6.6.2. (1) The category O is a direct sum of categories Oχ, with
χ varying over the complex points of h∗//•W .

(2) If λ is such that λ−w•λ is not, for any element w ∈W , in the positive root
monoid R+ = {

∑
α∈Φ+ nαα|nα ∈ N} and nonzero, then Mλ is irreducible.

(3) Every object in O is of finite length.
(4) The classes of the Verma modules Mλ (or, equivalently, their irreducible

quotients Lλ) are a basis for the Grothendieck group Z[O].

Proof. (1) Since the action of the center is locally finite, we can decompose
every object into a direct sum of generalized Z(g)-eigenspaces. Any g-
morphism commutes with the action of Z(g), so there are no g-morphisms
between them.

(2) If Mλ is not irreducible, it contains a highest weight vector of weight
µ < λ (in the same partial ordering as previously, i.e., µ ≤ λ means that
λ − µ ∈ R+, the positive root monoid), hence there is a nontrivial map
from Mµ to Mλ. By the decomposition of the category, on the other hand,
such a nontrivial map can exist only if µ = w • λ for some w ∈W .

(3) By Lemma 6.2.3, it suffices to show that Verma modules are of finite
length. Let Kλ be the kernel of the map Mλ → Lλ. If nonzero, then Kλ

admits a filtration as in Lemma 6.2.3, whose factors are surjective images
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of modules Mµ with µ < λ. But by the decomposition of categories, µ has
to be a W -conjugate of λ (for the dot action), hence after a finite number
of steps the module Mµ will be irreducible, by the previous statement.

(4) By the same argument, every object can be filtered by successive quo-
tients of Verma modules, so they generate the Grothendieck group of the
category. There cannot be a nontrivial relation between them,∑

ni[Mλi ] = 0,

because for any λ = λi which is maximal among the λi’s in the partial
ordering of weights, the λ-weight space of Mλ cannot be cancelled by
another term. The fact that the simple modules Lλ also form a basis
follows from the fact that the category is Artinian (every object is of
finite length), and they are the only irreducible objects (non-isomorphic
to each other).

�

As before, let C be the ring of formal sums
∑
λ∈h∗ c(λ)eλ, where c• : h∗ → Z

is supported in a finite number of translates of the negative root monoid, and
multiplication defined by eλ · eµ = eλ+µ.

Definition 6.6.3. The Weyl denominator is the following element of C:

∆ =
∏
α>0

(
e
α
2 − e−α2

)
= eρ

∏
α>0

(
1− e−α

)
(the product over all positive roots), thought of as a power series in elements of
ρ−R+ (where R+ is the positive root monoid).

Notice that the weight ρ is integral because α = ρ − wαρ = 〈ρ, α̌〉α for every
simple root α. The name “Weyl denominator” is due to its appearance in the Weyl
character formula, Theorem 6.6.5.

Proposition 6.6.4. The character of the Verma module Mλ satisfies:

∆ · chMλ
= eλ+ρ.

Proof. As an h-module, Mλ = U(n−) ⊗ Cλ, so ch(V ) = ch(U(n−)) · ch(Cλ) =
χ(U(n−)) · eλ. Therefore, it suffices to prove that the character of U(n−) is eρ/L,
understood as a power series in the negative weight monoid.

By the Poincaré–Birkhoff–Witt theorem 4.3.6, as h-modules we have: U(n−) =
⊗α>0S(g−α). The character of S(g−α) is 1 + eα + e2α + · · · = 1

1−e−α , and this
proves the proposition. �

Finally, we are ready to prove the Weyl character formula:

Theorem 6.6.5. The character of the irreducible representation with heighest
weight λ is given by the Schur polynomial:

chVλ =

∑
w∈W sgn(w)ew(λ+ρ)

∆

Proof. By Proposition 6.3.4 and Theorem 6.6.2, we have Vλ = Lλ, and an equality
of the form

[Vλ] = [Mλ] +
∑

w∈W,w 6=1

cw[Mw•λ]
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in the Grothendieck group, for some integers cw. Indeed, Proposition 6.3.4 repre-
sents Lλ as a quotient of Mλ by the image of a morphism⊕

w 6=1

Mw•λ →Mλ,

and by Theorem 6.6.2 the kernel of this morphism will have a finite composition
series in terms of the Mw•λ’s, necessarily with w 6= 1 as the weight λ does not
appear in the kernel.

Hence,

∆ · ch(Vλ) = eλ+ρ +
∑

w∈W,w 6=1

cwe
w(λ+ρ).

On the other hand, again by Proposition 6.3.4, the character is W -invariant.
Therefore the expression on the right should be (W, sgn)-equivariant. Therefore,
cw = sgn(w). �

6.7. Example: Irreducible representations of sln. Schur–Weyl duality.

Schur–Weyl duality refers to a correspondence between representations of sym-
metric groups and general linear groups (or their Lie algebras), which is realized

inside the tensor powers V ⊗
d

of a vector space. It is based on the following theorem
from linear algebra:

Theorem 6.7.1. If V is a finite-dimensional complex vector space, A ⊂ EndB(V )
is a semisimple subalgebra of operators, and B = EndA(V ) is its commutant, then

(1) B is semisimple.
(2) A = EndB(V ).
(3) There is a bijection Mi ↔ Ni between isomorphism classes of simple A-

modules and isomorphism classes of simple B-modules, and an isomor-
phism of A⊗B-modules

V =
⊕
i

Mi ⊗Ni.

Proof. The proof uses the Artin–Wedderburn theorem which, in the case of the
complex numbers, says that a finite-dimensional complex semisimple algebra is the
direct sum of the endomorphism algebras of its simple modules.

Let Mi range over all isomorphism classes of simple A-modules. Since V is
A-semisimple,

(6.7.1.1) V =
⊕
i

Mi ⊗HomA(Mi, V ).

Set Ni = HomA(Mi, V ). Since the Mi’s are non-isomorphic, we have, by Schur’s
lemma,

B = EndA(V ) =
⊕
i

End(Ni).

The unique isomorphism class of simple End(Ni)-modules is Ni, hence B is semisim-
ple, with its simple modules being precisely the Ni’s, which are non-isomorphic.
Applying now the same reasoning to (6.7.1.1), we see that

EndB(V ) =
⊕
i

End(Mi).
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ButA being semisimple means that it is isomorphic to
⊕

i End(Mi), thus EndB(V ) =
A and the map Mi 7→ Ni is a bijection of isomorphism classes of simple modules. �

Now we apply this to Sd and gl(V ):

Theorem 6.7.2 (Schur–Weyl duality). Consider the space V ⊗
d

under the commut-
ing actions of Sd and gl(V ), i.e., as a representation of the algebra A ⊗ B, where

A = C[Sd] and B = U(gl(V )). Then, the images Ā, B̄ of A and B in End(V ⊗
d

)
are each others’ commutants, that is,

Ā = EndB(V ⊗
d

), and

B̄ = EndA(V ⊗
d

).

We have a decomposition

(6.7.2.1) V ⊗
d

=
⊕
τ

τ ⊗ θ(τ),

where τ ranges all isomorphism classes of irreducible representations of Sd, and

the θ(τ) := HomSd(τ, V ⊗
d

) are either zero, or distinct irreducible representations
of gl(V ).

Notice that the action of gl(V ) on V ⊗
d

is defined as we define tensor products

of representations of Lie algebras, i.e., the image of e ∈ gl(V ) in End(V ⊗
d

) is the

element Sde :=
∑d
i=1 1⊗ · · · ⊗ e (i-th factor)⊗ · · · ⊗ 1.

Proof. Since both subalgebras are semisimple (complete reducibility), by Theorem
6.7.1 it is enough to prove the second claim.

We have EndA(V ⊗
d

) = End(V ⊗
d

)Sd = (End(V )⊗
d

)Sd = SdEnd(V ), and the
d-th symmetric power of any vector space E is spanned by the symmetric tensors
e⊗ · · · ⊗ e, for e ∈ E. In this case, E = End(V ) = B. By the theory of symmetric
polynomials, e⊗ · · · ⊗ e is a polynomial in the elements Sd(e

i), i = 1, . . . , d, which
are in the image of gl(V ). �

Finally, we notice

Lemma 6.7.3. Every irreducible representation of gln restricts irreducibly to sln.

Proof. We have gln = z⊕sln, where z is the center, but the center acts by a scalar,
by Schur’s lemma, so any sln-invariant subspace is also gln-invariant. �

Therefore, the irreducible representations of gln constructed in Theorem 6.7.9
are also irreducible for sln. We will now classify irreducible representations of the
symmetric group, and make the correspondence explicit, observing, in particular,
that when d is large enough, the decomposition 6.7.2.1 contains all irreducible
representations of sln.

We follow, and reformulate, [FH91], where we point the reader for more fun,
to describe irreducible representations of the symmetric group Sd.

For the Lie algebra gln with the standard Cartan of diagonal elements and the
standard Borel of upper triangular elements, the dominant, integral weights are of
the form

diag(z1, z2, . . . , zn) 7→ λ1z1 + · · ·+ λnzn,

with λ1 ≥ λ2 ≥ · · · ≥ λn some integers.



6.7. EXAMPLE: IRREDUCIBLE REPRESENTATIONS OF sln. SCHUR–WEYL DUALITY. 85

For the Lie algebra sln, the positive, integral weights are described similarly,
except that the λi’s are determined modulo the operation of adding the same con-
stant to all of them. To reduce ambiguity, we can always take λn = 0 (but won’t
be doing that yet).

On the other hand, if λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0 are integers, and d =
∑
i λi, the

λi’s describe a conjugacy class in the symmetric group Sd, namely, the conjugacy
class of elements which can are products of disjoint cycles of lengths λ1, λ2, . . . , λn.
Notice that λn has been taken to be ≥ 0 here, which is slightly restrictive for gln,
but not for sln; in fact, for sln, any integral, dominant weight defines a conjugacy
class in any Sd+kn, for the minimal d determined by λn = 0.

We consider G = Sd as the permutation group on the set Σ = {1, . . . , d}, and for
every λ : λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0, a λ-partition of Σ will be a disjoint decomposition
Σ =

⊔
i Σi, with |Σi| = λi. We can think of λ as a Young diagram, that is, the

diagram consisting of a row of λ1 squares stacked over λ2 squares (aligned on the
left), etc,1 and we can also think of Young tableaux, which are ways to populate
the squares of a given Young diagram with the elements of Σ (without repetitions).
Then, the group G = Sd acts on the space of Young tableaux of a given shape λ
(we define this action as a right action), and the space Σλ of λ-partitions of Σ is
the homogeneous space P\G, where P = Gλ is the stabilizer of the rows of the
standard Young tableau (where the integers are placed in order).

The dual partition to λ is partition λ∗ : λ∗1 ≥ λ∗2 ≥ . . . λ∗m > 0 of d counting the
sizes of the columns of the Young diagram of λ. The space Σλ∗ of λ∗-partitions of
Σ is the homogeneous space Q\G, where Q = Gλ∗ is the stabilizer of the columns
of the standard Young tableau.

We will construct the irreducible representations of G by inducing the trivial
and sign representation from the groups P and Q. None of them is irreducible, but
they share a unique irreducible component.

The double quotient space P\G/Q can be identified with (Σλ×Σµ)/Gdiag, i.e.,
with the set of pairs (σ, τ), where σ is a λ-partition of Σ and τ is a µ-partition of
Σ, up to relabeling the elements of Σ.

The classification of irreducible representations of Sd rests upon the following
fundamental lemma:

Lemma 6.7.4. If λ, µ are two partitions of d, and (σ, τ) is a pair consisting of a
λ-partition σ of Σ and a µ∗-partition τ of Σ with no pair (k, l) of elements of Σ in
the same subset of σ and of τ , then τ is the refinement of a λ∗-partition of Σ; in
particular, µ ≥ λ in the lexicographic ordering, i.e., µ = λ or at the first index i
where µi 6= λi we have µi > λi.

If µ = λ then the only pairs (σ, τ) without a pair (k, l) in the same subset of σ
and of τ are those where σ, τ are the rows, resp. columns, of a single Young tableau.

Proof. Exercise. �

Now, we let Mλ, resp. Aλ, be the G-equivariant line bundles over the space
Σλ which are induced, respectively, from the trivial, resp. sign character, of P .
Explicitly, sections of Mλ are left-P -invariant functions on G, i.e., left-P -invariant
elements of C[G], while sections of Aλ are functions on G which vary by the sign

1Since we allow some λi’s to be zero, the Young diagram does not determine λ, unless n is
known, but this will not play a role in what follows.
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character under left translation by P . For notational simplicity, we will identify
the bundles with their space of sections.

Proposition 6.7.5. We have dim HomG(Mλ, Aλ∗) = 1.
If λ > µ, we have dim HomG(Mλ, Aµ∗) = 0.

Proof. The space ofG-morphisms HomG(Mλ, Aµ∗) can naturally be identified with
the space of Gdiag-invariant sections of L := Mλ ⊗ Aµ∗ over Σλ × Σµ∗ , considered
as kernel functions, i.e., the morphism TK corresponding to a section K is

TK(f)(y) =
∑
x∈Σλ

f(x)K(x, y).

By Lemma 6.7.4, if λ ≥ µ, for a pair (σ, τ) ∈ Σλ ×Σµ∗ there is a transposition
t = (k, l) which stabilizes both σ and τ , unless λ = µ and the pair (σ, τ) corresponds
to the rows and columns of a Young tableau. But then, t will act by −1 on the fiber
of L over (σ, τ), which means that its orbit cannot support a G-invariant section of
L. �

Theorem 6.7.6. The image of a nonzero G-morphism Mλ → Aλ∗ is an irreducible
representation Vλ. For λ, µ different partitions, Vλ, Vµ are non-isomorphic, and
these are all the irreducible representations of G = Sd.

Proof. The image of a nonzero G-morphism Mλ → Aλ∗ has to be an irreducible
representation Vλ, because otherwise, the space Hom(Mλ, Aλ∗) would have dimen-
sion > 1, by scaling the irreducible summands in the image by different scalars.
This would contradict Proposition 6.7.5.

Let λ 6= µ. Without loss of generality, assume that λ > µ in the lexicographic
order. Then, again by Proposition 6.7.5, there are no G-morphisms from Mλ to
Aµ∗ . Therefore, Vλ cannot embed in Aµ∗ , and is non-isomorphic to Vµ.

The number of partitions λ of d is equal to the number of conjugacy classes of
Sd, so we have constructed all the isomorphism classes of irreducible Sd-representations.

�

Explicitly, by the bijection between P\G/Q and (Σλ×Σ∗λ)/Gdiag, we can think
of a G-invariant section of L as an element of C[G] which is left-P -invariant and
varies by the sign character under right multiplication by Q. Then, a basis element
for the space of invariant sections is the element

cλ = aλbλ,

where

aλ =
∑
g∈P

g,

bλ =
∑
g∈Q

sgn(g) · g.

Lemma 6.7.7. Let aλ, bλ, cλ ∈ C[Sd] be as above. Then, the irreducible represen-
tation Vλ of Sd is isomorphic to the module C[Sd]cλ, or equivalently to the module
c∗λC[Sd], where c∗λ = bλaλ.

For any vector space V , the action of aλ induces a surjective map onto the
tensor product of symmetric powers

V ⊗
d

→ Sλ1V ⊗ · · · ⊗ SλnV,
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while the action of bλ induces a surjective map onto the tensor product of exterior
powers

V ⊗
d

→
λ∗1∧
V ⊗ · · · ⊗

λ∗m∧
V.

Moreover:

(1) aλ · x · bν = 0 whenever ν : ν1 ≥ . . . νr ≥ 0 is a partition of d which is
smaller than λ in the lexicographic ordering, i.e., νi = λi for some j and
all i < j, while λj > νj.

(2) cλ is the only element c ∈ C[Sd], up to scalar, with the property that
pcq = sgn(q)c for all p ∈ P , q ∈ Q.

(3) cλxcλ is a multiple of cλ, for every x ∈ C[Sd]. In particular, cλ is an
idempotent up to a scalar, i.e., c2λ = nλcλ for some nλ ∈ C. This scalar

is nλ = d!
dimVλ

.

Proof. We can consider C[G]cλ as a submodule of Aλ∗ = IndGQ(sgn). The module

Mλ = IndGP (1) is generated by the characteristic function of P1, and its image in
Aλ∗ under cλ, understood as a kernel function as in the proof of Proposition 6.7.5,
is 1cλ ∈ C[G]cλ ⊂ Aλ∗ . Equivalently, we can realize Vλ as the image of Aλ∗ in
Mλ under the adjoint operator (given by the same kernel), and then we obtain the
submodule C[G]c∗λ ⊂Mλ.

The actions of aλ, bλ on V ⊗
d

are easy to describe from the definitions.
To prove aλ · x · bν = 0, it is enough to consider the basis elements x = g ∈ Sd,

and then by renaming the elements it is enough to consider g = 1. If λ > ν
(lexicographically), there are two elements k, l which belong to the same row in the
Young diagram for λ and in the same column for ν. If t = (k, l) then aλ · t = aλ,
t · bν = −bν , hence aλbν = aλt · tbν = −aλbν , hence is zero.

The uniqueness (up to scalar) of cλ with this property is a reformulation of
Proposition 6.7.5, considering such elements, as in the proof of that proposition, as
Gdiag-invariant kernels.

Clearly, cλxcλ has this property, therefore is a multiple of cλ. To determine the
scalar nλ, consider the operator of right multiplication by cλ, as an endomorphism
of C[Sd]. It acts by nλ on its image C[Sd]cλ, which is isomorphic to Vλ, hence its
trace is nλ dim[Vλ]. On the other hand, the coefficient of the identity element in cλ
is 1, so its trace is equal to dimC[Sd] = d!. �

Definition 6.7.8. The element cλ of the group algebra C[Sd] defined above is
called the Young symmetrizer attached to the partition λ.

Theorem 6.7.9. Let V be the standard representation of sln, and consider V ⊗
d

as a representation of Sd × sln. Denote by Πn, Π′d the sets of isomorphism classes
of irreducible representations of sln, resp. Sd. There is a map σ : Π′d → Πn ∪ {0},
where 0 denotes the zero-dimensional representation, such that

V ⊗
d

=
⊕
π∈Π′d

π ⊗ σ(π)

as Sd × sln-modules.

The map σ is induced by the Schur functor, sending a vector space V to cλV
⊗d

(or, equivalently, to c∗λV
⊗d), where cλ is the Young symmetrizer of Definition 6.7.8
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(and c∗λ = bλaλ its adjoint). If λ : λ1 ≥ · · · ≥ λm is a partition, and λ∗ : λ∗1 ≥
· · · ≥ λ∗r its dual, the space cλV

⊗d is the image of the subspace

λ∗1∧
V ⊗ · · · ⊗

λ∗m∧
V

of V ⊗
d

under the symmetrization map:

V ⊗
d

→ Sλ1V ⊗ · · · ⊗ SλmV
(and, respectively, the space c∗λV

⊗d is the image of the above product of symmetric
powers in the above produce of alternating powers, under the antisymmetrization
map). Here, we think of the factors of V as labelled by the boxes of a Young diagram
of shape λ, with symmetric powers taken among the factors in the same row, and
exterior powers taken among the factors in the same column.

The map σ takes the irreducible representation of Sd parametrized by the parti-
tion λ to the irreducible sln-module of heighest weight λ1 ≥ · · · ≥ λm ≥ 0 ≥ · · · ≥ 0,
if m ≤ n, or to zero, otherwise.

Consequently, the map σ is injective away from the fiber of zero, does not have
zero in the image if n ≥ d, and the resulting map tdΠ′d → Πn ∪ {0} is surjective.

Proof. The existence of the map σ follows from the double centralizer theorem

6.7.1 and Theorem 6.7.2. Under this theorem, σ(Vλ) = HomSd(Vλ, V
⊗d). Realizing

Vλ as C[Sd]cλ, by the idempotence of cλ the space HomSd(Vλ, V
⊗d) can be identified

with cλV
⊗d , by the map that assigns to a morphism the image of 1cλ. Equivalently,

we can realize Vλ as C[Sd]cλ, and the same argument holds.

The description of cλV
⊗d , c∗λV

⊗d follows from Lemma 6.7.7. We determine the

highest weight, using the realization σVλ = c∗λV
⊗d . Let x1, . . . , xn be a basis for

V , and consider the vector

⊗λ1x1 ⊗⊗λ2x2 · · · ⊗ ⊗λnxn ∈ Sλ1V ⊗ · · · ⊗ SλmV.
Its image in

∧λ∗1 V ⊗ · · · ⊗∧λ∗m V (where, recall, we are labeling the factors of V
according to the boxes in a Young diagram, and antisymmetrize along the columns)
is the vector

A(x1 ⊗ x2 ⊗ · · · ⊗ xλ∗1 )⊗ · · · ⊗ A(x1 ⊗ x2 ⊗ · · · ⊗ xλ∗r ),

where A denotes the antisymmetrization map.
Evidently, this is an eigenvector for the parabolic subgroup of GLn (and, a

fortiori, of SLn) that stabilizes the flag

span(x1, x2, xλ∗1 ) ⊃ span(x1, x2, xλ∗2 ) ⊃ · · · ⊃ span(x1, x2, xλ∗r ),

and its weight is (λ1, λ2, . . . , λn).
�

6.8. The Kazhdan–Lusztig conjectures

[TBA]
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CHAPTER 7

Linear algebraic groups

[This chapter needs a lot of improvement.]

7.1. Diagonalizable groups

We pass to the study of linear algebraic groups, over a general field k. [The
rest of this chapter is quite incomplete; it strives to become complete some day,
though, so if you notice any omissions/gaps in the arguments, that are not noted,
please notify!]

The definitions will follow a different order than in the case of Lie algebras,
because we want to distinguish between the additive group Ga = Speck[T ] and the
multiplicative group Gm = Speck[T, T−1], whose Lie algebras are the same. It is
easy to see that there are no non-trivial morphisms between these two groups.

Definition 7.1.1. The character group X•(G) of a linear algebraic group G is the
group of morphisms G→ Gm. A linear algebraic group G over an field k is called
diagonalizable if k̄[G] is spanned, as a vector space, by the k̄-rational characters:
k̄[G] = k̄[X•(Gk̄)]. A torus is a connected diagonalizable group. A diagonalizable
group G is said to be split if X•(G) = X•(Gk̄).

Theorem 7.1.2. Any character of a diagonalizable group G over the algebraic clo-
sure k̄ is defined over a finite separable extension of k. If Γ denotes the Galois
group of the separable closure ks over k, the contravariant functor that assigns to
any group its k̄-character group gives rise to a contravariant equivalence of cate-
gories:

{diagonalizable k-groups} ↔
{finitely generated abelian groups without p-torsion, with a continuous Γ-action},

where p is the characteristic exponent of k. Under this equivalence, tori correspond
to torsion-free abelian groups.

Proof. Choose any embedding G ⊂ GL(V ), for a finite-dimensional vector space
V . For the first statement, it is enough to show that G can be diagonalized over
(a finite subextension of) ks. By functoriality of the Jordan decomposition, the
image of G consists of semisimple elements. Therefore, the minimal polynomial of
every g ∈ G(k) has distinct roots, which are therefore defined over a finite separable
extension. Therefore, G can be diagonalized over a finite separable extension.

The rest of the statements are left to the reader. �

It is often useful to replace tori by induced tori :

Definition 7.1.3. An induced torus over a field k is a torus of the form ResE/kGm,
where E/k is a finite étale extension, i.e., a finite product of separable field exten-
sions.

91
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Lemma 7.1.4. For every torus T over k, there is a monomorphism T ↪→ S1 and
an epimorphism S2 � T , where S1, S2 are induced tori.

Proof. Consider the Γ-module Λ = X∗(T ), and let E be the fixed field of the
kernel of the action of Γ on Λ. If ΓE ⊂ Γ denotes the Galois group of ks/E, the

identity morphism on Λ gives rise to a Γ-equivariant embedding Λ ↪→ IndΓ
ΓEΛ|ΓE ,

and the latter is the character group of an induced torus S2 ' ResE/kGrm, where r
is the rank of Λ. Vice versa, we can write Λ as the quotient of a free Γ/ΓE-module

M , which is then the character group of an induced torus S1 ' Resr
′

E/k, where r′ is
the rank of M . �

7.2. Unipotent, solvable, semisimple, and reductive groups

A main goal in our discussion of linear algebraic groups will be to recover some
of the structure of semisimple Lie algebras that holds in characteristic zero but fails
in positive characteristic. The action of the group on its coordinate ring allows us
to recover, e.g., the Jordan decomposition. We define notions of semisimplicity etc
with respect to this action. We denote by L, resp. R, the left, resp. right action of
G on k[G]; recall that this is a locally finite action, so for every v ∈ k[G] there is a
finite-dimensional stable subspace V ⊂ k[G] containing v, such that L (or R) is a
morphism of algebraic groups G→ GL(V ).

Definition 7.2.1. Let G be a linear algebraic group over a field k. An element g ∈
G(k) is called semisimple if R(g) is semisimple, and unipotent if R(g) is unipotent.

Theorem 7.2.2 (Jordan decomposition). Let G be a linear algebraic group over a
field k in characteristic p ≥ 0.

Every element g ∈ G(k) admits a unique decomposition g = gsgu in G(kp
−∞

),
with gs semisimple and gu unipotent, commuting with each other.

Moreover, every element X ∈ g(k) admits a unique decomposition X = Xs+Xn

in g(kp
−∞

), with R(Xs) semisimple and R(Xn) nilpotent, commuting with each
other.

If G→ G′ is a morphism of linear algebraic groups, the Jordan decompositions
of elements in the group or the Lie algebra are preserved.

Notice, in particular, that for g semisimple in characteristic zero, the Jordan
decomposition in g is the same as the one defined by the adjoint representation in
Theorem 5.2.15.

Proof. Assume first that k is algebraically closed. The right action being locally
finite, hence a sum of finite-dimensional representations G→ GL(V ), we can apply
the Jordan decomposition for GL(V ), to conclude that R(g) = R(g)sR(g)u for
unique semisimple, resp. unipotent R(g)s, R(g)u which are polynomials in R(g) (in
End(V )). The image of G in GL(V ) is closed [General fact about morphisms of
algebraic groups, to be added]. If B ⊂ k[GL(V )] is the ideal defining its image,
it is stable under the right action of G, hence of R(g)s and R(g)u (since they are
polynomial in R(g)). But the subgroup of elements in GL(V )(k) stabilizing this
ideal is equal to G(k), since any other right coset of G is a different closed subvariety
of GL(V ). Thus, R(g)s and R(g)u are the images of unique elements gs, gu of G(k).

If k is not algebraically closed, by uniqueness of the Jordan decomposition these
elements are fixed under the Galois group, and therefore defined over the maximal
inseparable extension k−p

∞
.
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The statements on Lie algebras follow similarly. �

Definition 7.2.3. The derived series of an algebraic group G is the series of normal
subgroups

D0(G) = G

Di+1(G) = D(DiG),

where D denotes the commutator subgroup.
An algebraic group G is called solvable if DnG = 1 for some n.
A linar algebraic group G is called unipotent if g = gu in terms of the Jordan

decomposition of Theorem 7.2.2, for every g ∈ G(k̄).

Theorem 7.2.4. Let G be a unipotent algebraic group over a field k. The only
(algebraic) irreducible representation of G is the trivial one. For any representation
ρ : G→ GL(V ), there is a full flag in V with respect to which V is upper triangular.
Any unipotent group is solvable.

This is the group analog of Engel’s theorem 5.1.10.

Proof. Let V G be the subspace of G-fixed vectors: By definition, this is the maxi-
mal G-stable subspace of V with the property that the action morphism G×V → V
coincides with the projection to V . It is clearly defined over k, so if we show that
V G(k̄) 6= 0 then V G 6= 0. But V G(k̄) is easily seen to be equal to V (k̄)G(k̄), so it is
enough to assume that k is algebraically closed.

By the functoriality of the Jordan decomposition, ρ(g) is unipotent, for every
representation ρ and any g ∈ G(k). If the representation is irreducible and k = k̄, by
Burnside’s irreducibility criterion, Endk(V ) is generated as an algebra by ρ(G(k)).
Since ρ(g) is unipotent, we have ρ(g) = 1 + x for some nilpotent endomorphism x.
For every g′ ∈ G(k) we have

tr(xρ(g′)) = tr((ρ(g)− 1)ρ(g′)) = tr(ρ(gg′))− tr(ρ(g′)) = dim(V )− dim(V ) = 0,

since both ρ(gg′) and ρ(g′) are unipotent. But the trace pairing is nondegenerate
on Endk(V ), hence x = 0, and the representation is trivial.

By induction on the dimension, for any representation (ρ, V ) of G there is a
filtration F iV such that G acts trivially on gri(V ), i.e., there is a flag with respect
to which ρ(G) is upper triangular.

If we consider any faithful representation G → End(g), the image is upper
triangular, hence solvable. �

Definition 7.2.5. A solvable algebraic group over a field k is said to be split if it
has a filtration over k whose graded pieces are isomorphic to Gm or Ga.

Lemma 7.2.6. If k is algebraically closed, every connected solvable group is split.

Proof. Omitted. �

Proposition 7.2.7. If G is a split solvable linear algebraic group over a field k,
all maximal tori in G are G(k)-conjugate. If T is a maximal torus, then G is the
semidirect product G = TRu(G), and any semisimple element in G is conjugate to
an element of T .

Proof. This is a delicate argument using induction on the dimension of G, see
[Bor91, Theorem 10.6]. �
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The analog of Lie’s theorem 5.1.12 is

Theorem 7.2.8 (Borel’s fixed point theorem). If G is a split, solvable, connected
algebraic group over field k, acting on a proper k-scheme X with X(k) 6= ∅, then
X(k)G 6= ∅.

The reason that this is the analog of Lie’s theorem is that, if G acts on a vector
space V , and X is the flag variety classifying full flags in G, then the fixed point
corresponds to a flag fixed by G. Notice that, unlike the Lie algebra version, there
is not requirement of characteristic zero here.

Proof. By induction on the dimension d of G, the case d = 0 being trivial. Let
G′ ⊂ G be normal of codimension one with G/G′ ' Gm or Ga, then, by induction,

the fixed-point subvariety XG′ has a nonempty set of k-points, so we may replace
X by XG′ and G by G/G′, reducing us to the case where G = Gm or Ga. Choose
x ∈ X(k), obtaining an orbit map G 3 g 7→ gx ∈ X. Then, thinking of G as
embedded inside of P1, by the valuative criterion for properness the map extends
to a map ϕ : P1 → X. This extension is G-equivariant, because X is proper, hence
separated, hence “limits are unique”, i.e., writing lim γ for specialization of the
extension to the spectrum of a valuation ring o of a map γ from the spectrum of
its quotient field K, if γ : Spec K → G then ϕ(lim γ) = lim(ϕ ◦ γ). Therefore, for
every g ∈ G we have g · ϕ(lim γ) = g · lim(ϕ ◦ γ) = lim(g · ϕ ◦ γ) = lim(ϕ(g · γ))
(because ϕ is equivariant on G) = ϕ(lim(g · γ)).

The image of ∞ ∈ P1 will be the desired G-fixed point on X(k). �

Definition 7.2.9. The radical R(G) of an algebraic group G is its maximal con-
nected solvable normal subgroup. The unipotent radical Ru(G) of a linear algebraic
group G is its maximal connected unipotent normal subgroup. A group is reductive
if its unipotent radical over the algebraic closure, Ru(Gk̄), is trivial, and semisimple
if R(G) = 1.

Remark 7.2.10. If k is perfect, then Ru(Gk̄) = Ru(G)k̄. However, for non-
perfect fields, the absolute unipotent radical could be larger; for example, consider
a (nontrivial) finite, purely inseparable extension k′/k, and let G = Resk′/kGL1.
Its k-unipotent radical is trivial, but its k′-unipotent radical is not. [Exercise!]

7.3. One-parameter subgroups and the associated parabolics

Let λ : Gm → G be a cocharacter — also called a “one-parameter subgroup”.
We let it Gm act on G by conjugation via this character: λ(a)g := λ(a)gλ(a)−1.

We let
P (λ) = {g ∈ G| limt→0

λ(t)g exists},
U(λ) = {g ∈ G| limt→0

λ(t)g = 1},
L(λ) = Gλ(Gm), the centralizer of λ.

A priori, these groups could be non-reduced, but the following proposition
states that this is not the case:

Proposition 7.3.1. The groups P (λ), U(λ), L(λ) are smooth, connected if G
is, and P (λ) = L(λ)U(λ) is a semidirect product decomposition of P (λ). The
multiplication map

U(λ−1)× P (λ)→ G

is an open immersion (embedding).
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Proof. For the proof, including a careful discussion of the definitions of these
groups, see §24, 25 of the course notes of [Cona]. �

This implies:

Proposition 7.3.2. If G is a connected linear algebraic group, the centralizer of
any torus is connected.

Proof. We may assume that k = k̄. If T = T1T2, where the Ti’s are tori of
smaller dimension, then the centralizer of T in G is equal to the centralizer of T1

inside of the centralizer of T2. This way, the problem reduces to dim(T ) = 1. Let
λ : Gm → G be a nontrivial cocharacter, whose image is T . Then the claim follows
from Proposition 7.3.1. �

Definition 7.3.3. A subgroup P of a linear algebraic group G is called parabolic
if the quotient G/P is proper (equivalently: projective).

Definition 7.3.4. A Levi decomposition of a connected linear group G is a semidi-
rect decomposition G = L · Ru(G), where Ru(G) is the unipotent radical of G.

Levi decompositions always exist in characteristic zero, but not in positive
characteristic.

Theorem 7.3.5. If G is a connected reductive group, the parabolics are precisely
the subgroups of the form P (λ), and the decomposition P (λ) = L(λ)U(λ) is a Levi
decomposition.
Proof. [Omitted, for now.] �

7.4. Density of points; Borel and Cartan subgroups

For the definitions that follow, there are slight variants in the literature, e.g.,
allowing Cartan subgroups to be disconnected when the group is disconnected.
To avoid confusion, establish an easy-to-remember principle, and stay close to the
theory of Lie algebras, we are imposing connectedness in our definitions.

Definition 7.4.1. A Borel subgroup of a linear algebraic group G over a field k is
a subgroup B ⊂ G over k such that, over an algebraic closure k̄, Bk̄ is a maximal
connected solvable subgroup of Gk̄. A Cartan subgroup is the identity component
of the centralizer of a maximal torus.

Remark 7.4.2. If G is connected then, by Proposition 7.3.2, the centralizer of any
torus is connected, so the word “connected” in the definition of Cartan subgroups
is superfluous.

Theorem 7.4.3. A connected solvable subgroup is Borel if and only if the quotient
G/B is projective. All Borel subgroups are conjugate over the algebraic closure.

We will eventually see that, in any connected reductive group G, all Borel
subgroups defined over the base field k (if there are any) are conjugate under G(k).
(The statement remains true without the assumption of reductivity, but is harder
to show if k is not perfect, because it requires structure theory for pseudo-reductive
groups.)

Proof. We first prove that if B is of maximal dimension among connected solvable
subgroups, then G/B is projective. We may and will assume that the field of defi-
nition k is algebraically closed. By Theorem 4.1.6, there is a linear representation
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V of G such that B is the stabilizer of a line L. Applying the Borel fixed point
theorem 7.2.8 on the flag variety of V/L, B stabilizes a full flag f in V whose first
element is L; hence it is the stabilizer of that flag in G. Any other stabilizer of
a flag in V is also solvable, and by the maximality of dim(B), the dimension of
G/B = G · f is minimal among the dimensions of G-orbits on the flag variety of V .
Hence, G · f = G/B is closed in the flag variety, hence projective.

Given that G/B is projective, if P is any other solvable connected subgroup of
G, again by Borel’s fixed point theorem it fixes a point on G/B, i.e., P ⊂ B′ for
some conjugate B′ of B. Thus, if P is maximal, it is also of maximal dimension,
and G/P is projective, as already proven.

Vice versa, if G/P is projective, and choosing a maximal solvable connected
B, Borel’s fixed point theorem implies that B fixes a point on G/P , hence P ⊃ B′
for a conjugate B′ of B. If P is solvable and connected, by the maximality of B,
P = B′.

The above show that any two Borel subgroups are conjugate over an alge-
braically closed field. �

Proposition 7.4.4. If G is a connected linear algebraic group that is not unipotent,
over an algebraically closed field k, then G contains a nontrivial torus. Any Cartan
subgroup C of G is a direct product T × U , with T a torus and U unipotent, and
is equal to the identity component of its normalizer. Its Lie algebra is a Cartan
subalgebra of g.

We will see in Theorem 7.4.7 that, even if the field is not algebraically closed,
tori exist over k.

Proof. Assume k = k̄, and let B be a Borel subgroup; then, by Proposition 7.2.7,
it has a Levi decomposition as a semidirect product B = TN , with T a maximal
torus and N its unipotent radical. Assume that T is trivial. If G → GL(V )
is a representation where N stabilizes a line L, because there are no nontrivial
homomorphisms N → Gm, N stabilizes every point on the line, and we get an
embedding G/N ↪→ V . Since G/N is projective, by Theorem 7.4.3, and V is affine,
G/N must be a point, i.e., G is unipotent.

For the second claim, if C is the connected centralizer of T , C/T cannot con-
tain nontrivial tori (this would contradict the maximality of T ), and therefore is
unipotent. By the Levi decomposition of Proposition 7.2.7, C = TU is a semidirect
product of T with the unipotent radical, but T is in the center, so the product
is direct. If N is the connected normalizer of C, then T is normal in N , hence
N/T acts on T by automorphisms; but the automorphism group of T is discrete,
and N is connected, so N centralizes T , hence is equal to C. The same argument
proves that its Lie algebra is self-normalizing, hence (since it is nilpotent) a Cartan
subalgebra. �

We prove a result on the existence of regular semisimple elements:

Lemma 7.4.5. Assume that g is the Lie algebra of an algebraic group over an
infinite field k. Then, g(k) contains regular semisimple elements.

Proof. Since k is infinite, g(k) is Zariski dense, hence meets the Zariski open subset
of s-regular elements (Lemma 5.1.17) nontrivially. If X = Xs + Xn is the Jordan
decomposition (Theorem 7.2.2) of an s-regular element, then, if k is perfect, Xs

and Xn are defined over k, in which case Xs is the regular semisimple element we



7.5. THE (UNIVERSAL) CARTAN, AND THE SCHEME OF BOREL SUBGROUPS 97

seek. Otherwise, char(k) = p > 0, in which case g has the structure of a restricted
Lie algebra (Definition 4.2.8 and Example 4.2.9), and then for some r > 0 we have

X
[p]r

n = 0, and X [p]r = X
[p]r

s is the regular semisimple element that we seek. �

Theorem 7.4.6. If G is a linear algebraic group over an algebraically closed field
k, all maximal tori of G, and all Cartan subgroups, are G(k)-conjugate.

Proof. We first show that Cartan subgroups are centralizers of regular semisimple
elements: Let T be a maximal torus, and C its connected centralizer, a Cartan sub-
group. It is smooth, by Proposition 7.3.1. Since T consists of semisimple elements,
the adjoint action of T on g decomposes into a direct sum of eigenspaces (whose
nontrivial eigencharacters are called roots), and Lie(C) is the zero-eigenspace. Since
k is infinite, there is an element s ∈ T (k) with α(s) 6= 1 for all roots α.

By Proposition 7.2.7, any semisimple element s′ ∈ G(k) is conjugate to an
element of T (k). Thus, all Cartan subgroups are conjugate.

This reduces the statement on tori to the case C = G, i.e., the case where T
is central in G. But then, T is the unique maximal torus in G, for any nontrivial
torus T ′ not contained in T would lead to a larger torus TT ′, contradicting the
maximality of T . �

Theorem 7.4.7. If G is a connected linear algebraic group over a field k, then
maximal k-tori T ⊂ G remain maximal after passing to the algebraic closure. In
particular, there exist maximal k-tori of Gk̄ that are defined over k.
Proof. [Omitted, for now] �

Proposition 7.4.8. If G is reductive, the centralizer of any torus is reductive, and
Cartan subgroups are the maximal tori.

Proof. See [Bor91, §13.17, Corollary 2] or the handout “Basics of reductivity and
semisimplicity” in [Conb]. The second claim follows from the first, given that
Cartan subgroups are of the form T × U . �

7.5. The (universal) Cartan, and the scheme of Borel subgroups

An important feature of Borel subgroups is that they are self-normalizing. At
the level of Lie algebras, this was an easy corollary of the definition, see Lemma
5.4.4. At the level of algebraic groups, one needs to be more careful, because the
normalizer is a group scheme, not guaranteed to be smooth (in positive character-
istic). [Definitions of normalizers, centralizers, etc. are the natural ones, and left to
the reader, for now.]

Theorem 7.5.1. Let B be a Borel subgroup of a reductive group G over a field k.
The normalizer subgroup scheme NG(B) is equal to B.

Proof. We have an embedding B ↪→ NG(B), so we need to show that it is an
isomorphism. For that, it is enough to assume that k is algebraically closed.

First, we show that B(k) = NG(B)(k) (which is equal to NG(k)(B(k))). Choose
a maximal torus T ⊂ B. Since all maximal tori inside of B are conjugate (Proposi-
tion 7.2.7), if g ∈ G(k) normalizes B, then gTg−1 = bTb−1 for some b ∈ B, hence,
replacing g by b−1g, we may assume that g normalizes T .

The commutator map t 7→ gtg−1t−1 is a homomorphism T → T . There are
two cases:



98 7. LINEAR ALGEBRAIC GROUPS

(1) The kernel of this map, i.e., the fixed-point set S = T g, is finite. Then,
for dimension reasons, the commutator map is surjective. In particular, if
B′ is the group generated by B and g, any character B′ → Gm is trivial
on B (because B = TU , where U is its unipotent radical, and characters
are trivial on unipotent groups and commutators). By 4.1.6, there is a
representation G → GL(V ) where B′ is the stabilizer of a line, acting it
via a character B′ → Gm. Since that character is trivial on B, we obtain
a map G/B → V , which has to be constant because G/B is projective
(Theorem 7.4.3). Therefore, G ⊂ B′, which means that g ∈ G = B.

(2) The fixed-point set S = T g is infinite. Then we can replace G by a
group of smaller dimension, which is either G/S◦ (if S◦ is central) or the
centralizer of S◦ (if S◦ is not central), which is connected by Proposition
7.3.2. By an inductive argument, the proof is complete.

We have proved that B(k) = NG(B)(k), without using the assumption of re-
ductivity. To finish the proof, we need to show that NG(B) is reduced. [Omitted
for now, as it requires a lot of material that has not been written.] �

Now we show that, for a reductive group G over a field k, there is a smooth
variety over k which parametrizes the set of Borel subgroups (whether there are
any, or not). The result is established over more general bases in [DG70, XXII,
Corollaire 5.8.3], cf. [Con14, Corollary 5.2.9].

Theorem 7.5.2. Let G be a connected reductive group over a field k. The functor
that assigns to any scheme S/k the set of Borel subgroups of GS is representable by
a smooth projective variety B over k. It comes equipped with a canonical line bundle
L, described as follows: If B→ B is the universal Borel subgroup, i.e., the subgroup
scheme of G×B whose pullback over any S-point S → B is the parametrized Borel
subgroup of GS, then L = det(Lie(B))∗.

By definition, a Borel subgroup of GS is a smooth affine subgroup scheme over
S whose geometric fibers are Borel subgroups.

Sketch of proof. The proof requires extension to an arbitrary basis of two results
that we have already proven over a field k: Assuming the existence of a split
maximal torus T , Borel subgroups containing T are in bijection with bases for the
root system of T in G (Proposition ??), and Borel subgroups are self-normalizing
(Theorem 7.5.1). [Omitted for now.]

Let T be a maximal torus in G. By Theorem 7.4.7, it remains maximal over
the algebraic closure, and by Theorem 7.1.2, it splits over the separable closure
ks. By Proposition ??, there is a Borel subgroup B over ks which contains Tks .
By the conjugacy of Borel subgroups (Theorem 7.4.3), and their self-normalizing
property (Theorem 7.5.1), the quotient Bs := Gks/B represents the functor of Borel
subgroups over ks.

We need to show that this scheme descends to k, which is where the ample line
bundle will come into play. We first prove that the stated line bundle is ample: If
d is the dimension of a Borel subgroup, consider the map

Bs → Gr(gks , d)

sending a Borel subgroup to its Lie algebra in the Grassmannian of d-dimensional
subspaces of gks . Then L is the pullback of the dual of the determinant line bundle
on Gr(gks , d), which is ample. Therefore, L is ample.
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Finally, for the descent, we have an embedding Bs → PV s, where V s =
H0(Bs, Ln)∗ for some n � 0, and compatible semilinear actions of the Galois
group Γ of ks/k on Bs and on the ks-vector space V s. Therefore, V s = V ⊗k ks,
where V = (V s)Γ, and Bs is the base change of a closed subvariety B ⊂ PV . �

Now we pass to an important construction, which assigns, canonically, a torus
AG to every reductive group G.

Proposition 7.5.3. Let G be a connected reductive group over a field k, B → B
be the universal Borel over the variety of Borel subgroups (Theorem 7.5.2), and
A → B the variety of their reductive quotients (i.e., the fiber of A is the fiber of B
divided by its unipotent radical — hence, a torus).

There is a torus AG over k such that A = AG × B.

Notice that, given such a torus AG, it is unique up to unique isomorphism.
Indeed, since B is projective and tori are affine, any isomorphism AG1 ×B ' AG2 ×B
over B arises from a unique isomorphism AG1 ' AG2 .

Proof. Is is enough to prove the proposition over the separable closure ks. Indeed,
if Aks = As × Bks over ks, where As is some torus over ks, then the ks-semilinear
action of the Galois group Γ on Aks is induced, necessarily, from its action on Bks
and a ks-semilinear action on As which, by the equivalence of categories between
tori and abelian groups (Theorem 7.1.2), descends to a form A = AG over k.

Hence, assume that k = ks. Let Bs1, B
s
2 be two Borel subgroups, and As1, A

s
2

their reductive quotients. There is a canonical isomorphism As1 = As2, induced
by the action of any g ∈ G(k) with gBs1g

−1 = Bs2. Indeed, such a g exists since
all Borel subgroups are conjugate (Theorem 7.4.3), and it is unique up to right
multiplication by Bs1, since Borel subgroups are self-normalizing (Theorem 7.5.1).
But conjugation by an element of Bs1 is the identity on the reductive quotient
As1 (which is connected), hence all such elements g induce the same isomorphism
As1 = As2. We can therefore set AG = As1, and through these isomorphisms we get
the isomorphism A = AG × B asserted in the proposition. �

Now let AG be the torus of Proposition 7.5.3. It comes with a canonical
quotient map B → AG for any Borel subgroup of G.

Lemma 7.5.4. Let G be a connected reductive group over a field k, and B a Borel
subgroup. Let T ⊂ B be any maximal torus in B. The composition T → B →
AG is an isomorphism of tori over k, inducing a Γ-equivariant isomorphism of
their absolute character groups X∗(Tk̄) ' X∗(AG

k̄
). If we use this isomorphism

to transfer the subsets Φ+ ⊂ Φ of B-positive roots, resp. roots, of T to AG, the
resulting subsets Φ+ ⊂ Φ ⊂ X∗(AG

k̄
) do not depend on the choices of B or T .

Proof. Easy, and left to the reader. �

Definition 7.5.5. Given a connected reductive group G over a field k, the torus
AG of Proposition 7.5.3 is called the universal Cartan group, or abstract Cartan
group, or simply the Cartan group1 of G. The sets Φ+ ⊂ Φ of Lemma 7.5.4 are the
abstract (positive) roots of G.

1But not subgroup!
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We first discuss the existence of a torus that remains maximal over the algebraic
closure. We follow [Bor91, Theorem 18.2], presenting the arguments only for the
least degenerate cases.

The existence of a maximal torus can be shown inductively on the dimension
of G, by considering centralizers, under the adjoint representation, of semisimple
elements in the Lie algebra g, but there are some complications that can appear in
positive characteristic, that we will deal with in the end. Assume the theorem to
be proven for all dimensions smaller than the dimension of G (the case dim(G) = 0
being trivial).

Assume at first that k is infinite, and the Lie algebra g is not nilpotent. Recall
from Lemma 7.4.5 that g(k) contains a regular semisimple element Y . The central-
izer GY of Y in G is reduced (exercise, or see the proof of this theorem in [Bor91,
Theorem 18.2]), and of smaller dimension than G, since g is not nilpotent. We claim
that GY,k̄ contains a maximal torus of Gk̄. It is enough to show that Y is contained
in the Lie algebra of some torus T ′ ⊂ GY,k̄, because then T ′ is contained in a max-
imal torus, which centralizes Y . If T ′ is a maximal torus in GY,k̄, its centralizer
C is a Cartan subgroup, whose Lie algebra c is the centralizer of t′, hence Y ∈ c.
But C◦ = T ′ ×N ′ for some unipotent group N ′ by Proposition 7.4.4, and since Y
is semisimple, it has to lie in the Lie algebra of T ′. Thus, by induction, there is
a maximal torus T ⊂ GY which remains maximal over the algebraic closure, and
such a torus is maximal in Gk̄, by the conjugacy of maximal tori, Theorem 7.4.6.

Now let us assume that k is infinite, but the Lie algebra g is nilpotent. [WRONG:]
If k is perfect, then that means that G is unipotent, and contains no tori, so there
is nothing to prove. Otherwise, see [Bor91, 17.8 and 18.2].

Finally, assume that k is finite, with q elements. The relative Frobenius Fq :

G 3 g 7→ g(q) → G is the morphism over Spec(k) which, when G is realized as a
subscheme of affine space, corresponds to raising the coordinates to the q-th power;
precisely, when G = Spec(R), with R a k-algebra, Fq is induced by raising elements
of r to the q-th power.

By the conjugacy of all maximal tori under the algebraic closure, for any maxi-
mal torus T ⊂ Gk̄ there is an element g ∈ G(k̄) such that gT (q)g−1 = T . By Lang’s
theorem, g = a−1a(q) for some element a, and then the torus T ′ = aTa−1 is stable
under the Frobenius morphism, hence defined over k.

This proves the existence of a maximal torus over k. To prove that any maximal
k-torus of G remains maximal over k̄, we proceed by induction on the dimension
of G. Given any k-torus S ⊂ G, now, its centralizer is connected by Proposition
7.3.2, and therefore either S is central, or we are done by induction, replacing G by
the centralizer. On the other hand, if S is central, proceed by induction on
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CHAPTER 8

Forms and covers of reductive groups, and the
L-group

8.1. Classification of reductive groups over a separably closed field

For this section we assume k to be separably closed (unless otherwise noted).
[For now, this section is missing a lot of results, as one needs to establish the
analogs of results that we proved for semisimple Lie algebras in characteristic zero,
for reductive groups.]

We saw in Theorem 7.1.2 a simple combinatorial description for diagonalizable
groups, and we would like to have a similar description for more general reductive
groups. This is not possible in the sense of getting an equivalence of categories1,
but at least we can fully describe the isomorphism classes this way.

Let G be reductive (over k), and let T be a maximal torus in G. Let X•(T ),
X•(T ) be the character and cocharacter groups of T . The adjoint action of T on g
is semisimple, and we have a decomposition

g = g0 ⊕
⊕
α∈Φ

gα,

where the α’s, here, are eigencharacters α : T → Gm.
By Proposition 7.4.8, g0 is just the Lie algebra of T , however, to accommodate

the case of positive characteristic, we will not be using t to denote this Lie algebra,
but the real vector space

t = X•(T )⊗ R
(and, similarly, t∗ = X•(T )⊗R). For real algebraic groups, this t∗ can be identified
with the dual of the Lie algebra, by the map that assigns to any character χ its
differential dχ at the identity.

Definition 8.1.1 (Root datum). A root datum is a quadruple (X,Φ, X̌, Φ̌), where
X, X̌ are two lattices (finitely generated, torsion-free abelian groups) in duality,
Φ ⊂ X and Φ̌ ⊂ X̌ are finite subsets, such that there exists a bijection Φ 3 α ↔
α̌ ∈ Φ̌, satisfying:

(1) 〈α, α̌〉 = 2;
(2) the endomorphisms of X, X̌ defined by wα(x) := x − 〈x, α̌〉α, wα̌(x̌) =

x̌− 〈α, x̌〉 α̌ preserve Φ and Φ̌.

A based root datum is a root datum as above, together with a choice of positive
roots Φ+ ⊂ Φ (in the sense of Definition 5.4.1).

1There is a good reason for it: To get an equivalence of categories one must consider the cat-
egory of all G-representations, cf. Tannaka-Krein duality. For diagonalizable groups this category

is described easily in terms of combinatorial data, this is no longer the case for other groups.

103
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Remarks 8.1.2. (1) The last axiom is equivalent to: the endomorphisms wα
preserve Φ and generate a finite group (the Weyl group W ).

(2) The condition 〈α, α̌〉 = 2 characterizes the bijection Φ ↔ Φ̌, so it need
not be part of the data.

(3) The R-span of Φ in X∗ ⊗ R, together with Φ and the Weyl group of
automorphisms generated by the wα’s, forms a root system, as can be
easily verified; hence the definition of based root datum in terms of based
root systems.

We now define the appropriate notion of morphisms between root data.

Definition 8.1.3. An isogeny of root data (X,Φ, X̌, Φ̌) → (X ′,Φ′, X̌ ′, Φ̌′) is a
homomorphism f : X → X ′ with the following properties:

(1) f is injective, and with finite cokernel — hence, so is its adjoint f∗ : X̌ ′ →
X̌;

(2) f and f∗ induce bijections between the subsets of roots and coroots, re-
spectively.

Proposition 8.1.4. Given a connected reductive group G and a maximal torus
T with set of roots Φ ⊂ X∗(T ), and given α ∈ Φ, consider the subtorus Tα =
ker(α)◦ ⊂ T . Let Lα be the centralizer of Tα (which is connected by Proposition
7.3.2, and L′α its derived subgroup. Then L′α is isomorphic to SL2 or PGL2, and
therefore there is a unique cocharacter α̌ : Gm → T ∩ L′α with 〈α, α̌〉 = 2. If wα is
the nontrivial element of the Weyl group of T inside of L′α, then the elements wα
generate the full Weyl group of T in G, W = NG(T )/T .

Proof. Omitted. �

Definition 8.1.5. In the notation of Proposition 8.1.4, the elements α̌ ∈ X∗(T )
associated to the roots α ∈ X∗(T ) are the coroots of the torus T in G.

Definition 8.1.6. Let (G,T ), (G′, T ′) be two pairs consisting of a connected re-
ductive group and a maximal torus. A central isogeny (G′, T ′) → (G,T ) is a
morphism G′ → G sending T ′ → T , surjective, whose kernel is a finite central
group scheme. A central isogeny G′ → G is a morphism which induces a central
isogeny (G′, T ′) → (G,T ) for some maximal tori T ′, T (or, equivalently, for any
maximal torus T ′, and T the image of T ′).

Remark 8.1.7. A surjective morphism (G′, T ′) → (G,T ) with finite kernel gives
rise to an injective map X∗(T ) → X∗(T ′) with finite cokernel, and a bijection
between the roots of T on G and the roots of T ′ on G′. The requirement that
the kernel be a central group scheme can be reformulated as follows: the map
induces isomorphisms between the corresponding root spaces of T ′ and T in g′,
resp. g. This requirement is automatically satisfied in characteristic zero, but not
in positive characteristic. For example, if G is defined over a finite field with q
elements, the Frobenius morphism Fq (see the proof of Theorem 7.4.7) restricts to
the Frobenius morphism on the subgroups gα ' Ga, which is not an isomorphism.
The kernel of Frobenius on gα does not have any nontrivial points over the finite
field, but it is not a central group scheme.

Now we define some categories of reductive groups with extra data that will be
used in the classification.
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Definition 8.1.8. We let Red be the category whose objects are connected reduc-
tive groups G over k, and whose morphisms are central isogenies G′ → G. We let
RedT be the category whose objects are pairs (G ⊃ T ) of reductive groups with
maximal tori, and whose morphisms are central isogenies of pairs (G′, T ′)→ (G,T ).
We let RedB,T be the category whose objects are triples (G ⊃ B ⊃ T ) of reductive
groups with Borel subgroups and maximal tori thereof, and whose morphisms are
central isogenies of pairs (G′, T ′)→ (G,T ) sending B′ to B.

We let RD be the category whose objects are root data (X,Φ, X̌, Φ̌) and whose
morphisms are central isogenies. We let RD+ be the category whose objects are
root data, together with a choice Φ+ ⊂ Φ of positive roots.

Definition 8.1.9. If G is a connected reductive group over a field k which is
not necessarily separably closed, it is said to be quasisplit if there exists a Borel
subgroup over k, and split if there exists a maximal torus which is split over k
(hence also a Borel subgroup).

Theorem 8.1.10 (Classification over the separable closure). Assume k separably
closed. Given a connected reductive group G and a maximal torus T , the quadruple
Ψ(G,T ) = (X∗(T ),Φ, X∗(T ), Φ̌), where Φ, Φ̌ denote, respectively, the sets of roots
and coroots of T in G, is a root datum.

The assignment (G,T ) 7→ Ψ(G,T ) is a functor Red → RDop, in the notation
of Definition 8.1.8.

This functor is a bijection on isomorphism classes of objects, and every mor-
phism Ψ(G,T ) → Ψ(G′, T ′) in RD lifts to a morphism (i.e., central isogeny)
(G′, T ′) → (G,T ), uniquely up to precomposing with conjugation by elements of
T ′, or post-composing with conjugation by elements of T .

More generally, the same statement holds if k is not separably closed, but we
consider the full subcategory of such pairs (G,T ) where T (and, hence, G) is split
over k.

Proof. Omitted. See [Spr79] for more details and references. �

We will now see two variants of this theorem: One, where we choose more data
in order to rigidify the functor, and another, where we make no choices (i.e., we do
not choose tori).

If, in the context of Theorem 8.1.10, we choose a Borel subgroup B ⊃ T , it
gives rise to a based root datum, with Φ+ being the set of roots appearing in the
Lie algebra of B. We will generally denote by ∆ the subset of simple roots.

Definition 8.1.11. A pinning of a triple (G,B, T ) consisting of a connected reduc-
tive group G, a Borel subgroup, and a maximal torus T is a choice of isomorphisms
pα : gα ' Ga, for every simple root α ∈ ∆.

Given a pair (G,B) of a connected reductive group and a Borel subgroup,
whose unipotent radical we will denote by N , an algebraic Whittaker datum is a
homomorphism ` : N → Ga which restricts to a nontrivial linear map on the one-
parameter subgroup Gα ' Ga associated to every simple root α. (In particular,
its differential induces a pinning; vice versa, given a pinning as above, there is a
unique such ` with d`|gα = pα.)

We let RedPIN denote the category whose objects are pinned reductive groups,
and whose morphisms are central isogenies preserving the Borel, the torus, and the
pinning.
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Pinnings allow us to rigidify the morphisms lifted from morphisms of (based)
root data:

Theorem 8.1.12. The assignment (G,B, T, P )→ Ψ+(G,B, T ), where Ψ+(G,B, T )
denotes the based root datum consisting of Ψ(G,T ) (notation as in Theorem 8.1.10)
with Φ+ the positive roots associated to B, is an equivalence of categories: RedPIN →
RD+.

Proof. Omitted. See, again, [Spr79]. �

Finally, a version of the classification for morphisms G′ → G, without any
choices: Recall that to any reductive group G, we have associated its (universal)
Cartan AG, endowed with sets of roots and positive roots Φ+ ⊂ Φ ⊂ X∗(AG).
(Recall that in this section we are assuming the field to be separably closed.) We
will denote by Ψ+(AG) this based root system.

Lemma 8.1.13. The association G → AG is functorial in the category Red of
reductive groups with central isogenies.

Proof. If f : G → G′ is a central isogeny, it sends a Borel subgroup B ⊂ G
onto a Borel subgroup B′ → G′, inducing morphisms of their reductive quotients:
AG = B/N → AG′ = B′/N ′. If we choose another Borel subgroup B1 ⊂ G,
there is a g ∈ G with gBg−1 = B1, hence f(g)B′f(g)−1 = B′1 := f(B1), and the

morphism AG → AG′ induced from B1 → B′1 is the same as before, given how we
have identified AG as the quotient of any Borel subgroup. �

Theorem 8.1.14. The assignment G 7→ Ψ+(AG) is a functor Red→ (RD+)op, in
the notation of Definition 8.1.8. It induces a bijection on isomorphism classes of
objects, and for any morphism Ψ+(AG)→ Ψ+(AG′) there is a morphism G′ → G,
unique up to inner automorphisms.

Proof. This follows from Theorem 8.1.10, and the conjugacy of Cartan subgroups.
�

8.1.15. Simply connected and adjoint groups.

Definition 8.1.16. Let (X,Φ, X̌, Φ̌) be a root datum, let R ⊂ X, Ř ⊂ X̌ be the
subgroups spanned by the roots, resp. coroots, and let P = Ř∗, P̌ = R∗ the dual
lattices.

The root datum is called semisimple if R is of finite index in X.
Assume this to be the case, so that we have containments with finite quotients

P ⊃ X ⊃ R and P̌ ⊃ X̌ ⊃ Ř. We say that the root datum is simply-connected if
X = P, equivalently X̌ = Ř, and adjoint if X = R, equivalently X̌ = P̌ .

Definition 8.1.17. A reductive group is adjoint if it has trivial center, and simply
connected if it admits no nontrivial central isogeny from a connected smooth group
over k.

The relationship between this notion of being simply connected, and the alge-
brogeometric one, will become clear in Proposition 8.1.19 and Remark 8.1.20.

Remark 8.1.18. The “center” mentioned in Definition 8.1.17 needs to be under-
stood as a group scheme. For example, the center of SLp in characteristic p is the
nontrivial group scheme µp of p-th roots of unity (which has only one point over

Fp).
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Proposition 8.1.19. Let (G,T ) be a connected reductive group with a maximal
torus over k, and let Ψ(G,T ) be the associated root datum.

(1) G is semisimple iff Ψ(G,T ) is semisimple.
(2) G is adjoint iff Ψ(G,T ) is adjoint.
(3) G is simply connected (in the sense of Definition 8.1.17 iff Ψ(G,T ) is

simply connected.
(4) In characteristic zero, G is simply connected as a scheme (or, equivalently,

G(C) is simply connected as a topological space when k = C) iff Ψ(G,T )
is simply connected.

Proof. (1) A reductive group is semisimple iff its center is finite. The center
belongs to T , and coincides with the common kernel of all roots. In other
words, in terms of the equivalence of diagonalizable groups and finitely
generated abelian groups (Theorem 7.1.2), the character group of the
center is the cokernel of the inclusion R → X. Hence, it is finite iff R is
of finite index in X.

(Notice that the center is not necessarily reduced; for example, the
center of SLp in characteristic p is the non-reduced group scheme µp of
p-th roots of unity.)

(2) Continuing along the same lines, the center is trivial iff R = X.
(3) A central isogeny G′ → G which is not an isomorphism, mapping some

maximal tori T ′ → T , induces an isogeny Ψ(G,T ) → Ψ(G′, T ′), which
is completely determined by the map of cocharacter groups X∗(T

′) →
X∗(T ). This map is injective, of finite cokernel, and has to preserve co-
root lattices, so if X∗(T ) is equal to the coroot lattice, the map is an
isomorphism.

(4) By [BS13, Theorem 1], if p is the characteristic exponent of the field, every
prime-to-p étale Galois cover G′ → G is a central isogeny. In particular,
in characteristic zero, G is simply connected in the sense of Definition
8.1.17 iff it is simply connected in the sense of étale topology. Moreover,
if k = C, the étale fundamental group is the profinite completion of the
topological fundamental group of G(C).

�

Remark 8.1.20. In positive characteristic, the étale fundamental group is always
infinite, for a smooth affine scheme X = Spec(R) of positive dimension. For exam-
ple, we have the Artin–Schreier Z/p-covers, X ′ = SpecR[y]/(yp − y − f), if f ∈ R
is chosen appropriately.

8.1.21. Automorphisms. Given an automorphism f : X → X of an affine va-
riety X over a field k, its defining homomorphism f∗ : k[X] → k[X] restricts to
an automorphism V → V on a generating, finite-dimensional subspace V of k[X].
Therefore, the automorphism group Aut(X) has a natural structure as the ind-
algebraic group

lim
→
V

Aut(X,V ),

where V runs over all finite-dimensional, generating subspaces of k[X], and Aut(X,V ) ⊂
GL(V ) is the subgroup of those automorphisms of V (as a vector space) which in-
duce an automorphism of X (as an algebraic variety).
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Definition 8.1.22. The group of inner automorphisms, Inn(G), is the image of
the natural morphism G→ Aut(G) given by the conjugation action of G on itself.
It is also called the adjoint group of G, and denoted by Gad.

The quotient Aut(G)/Inn(G) is the group of outer automorphisms of G.

The kernel of the map G → Aut(G) is the center of G, so the group Gad =
Inn(G) is the quotient of G by its center.

For reductive groups the automorphism group is of finite type. This follows
from the fact that, by the classification of reductive groups in terms of root data,
the outer automorphism group is the group of automorphisms of based root data.

Proposition 8.1.23. The functor from reductive groups to based root data of The-
orem 8.1.14 gives rise to a short exact sequence of (ind-)algebraic groups:

(8.1.23.1) 0→ Inn(G)→ Aut(G)→ AutΨ+(AG)→ 0.

In particular, Out(G) = AutΨ+(AG).
Moreover, any pinning on G (Definition 8.1.11) gives rise to a splitting Out(G)→

Aut(G), characterized by the fact that its image consists of the automorphisms pre-
serving the pinning.

Proof. Applying the functor of Theorem 8.1.14 to automorphisms of G, we get a
homomorphism Aut(G) → AutΨ+(AG). By Theorem 8.1.14, this homomorphism
is surjective, and its kernel is precisely the group of inner automorphisms.

The existence of a unique splitting that fixes a given pinning follows from
Theorem 8.1.12. �

8.2. Forms and Galois descent

Definition 8.2.1. Let G be a linear algebraic group over a field k or over an
extension L/k. A form of G over k is a linear algebraic group G′ over k, such that
GL ' G′L.

The goal of this section is to explain how isomorphism classes of forms of G are
described by the Galois cohomology set H1(Γ,Aut(Gks)), where Γ = Gal(ks/k),
the Galois group of the separable closure of k. There is nothing special about
classification of linear algebraic groups here — the same arguments apply to any
category of objects that satisfy effective descent. We introduce these notions in
some generality, but not the full generality of faithfully flat descent (see [Sta19,
Tag 0238]).

Let Affk be the category of affine schemes over the field k. A k-groupoid is a
category with a functor F → Affk satisfying two axioms, which can be summarized
as “base change exists”, and “fiber categories are groupoids”. To formulate them,
denote by FU the full subcategory living over an object U ∈ Affk. The axioms are:

(1) Given U ∈ Affk, u ∈ FU , and f : V → U a morphism, there exists a

morphism f̃ : v → u in F lying over f .
(2) For any pair of morphisms f̃ : u→ z, g̃ : v → z in F , lying over f : U → Z

and g : V → Z in Affk, and any h : U → V with f = g ◦ h, there exists a
unique lift h̃ : u→ v with f̃ = g̃ ◦ h̃.

If v is as in the first axiom, we will feel free to write v = uV , i.e., as a base
change of u. Notice that, for every other choice v′, the second axiom provides
a canonical isomorphism v′ → v, corresponding to the identity map on V . For
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f : V → U and u ∈ FU , one has a unique morphism uV → u′V over any morphism
φ : u → u′; we will be denoting that by f∗φ. For a composition W → V → U , we
will feel free to identify (uV )W with uW — see [Sta19, Tag 02XN] for a clarification
of these issues.

Now consider a Grothendieck topology on Affk, turning it into a site. For
notational simplicity, we will represent every cover as a single morphism U → X,
instead of a family of morphisms. The groupoid F → Affk is called a prestack (of
groupoids) if, for any U ∈ Affk, and any x, y ∈ FU , the presheaf V 7→ Mor(xV , yV )
is a sheaf on the site AffU , and it is called a stack (of groupoids) if descent data are
effective.

These are two conditions that need to be formulated for arbitrary covers, but
we just explain their meaning for the case of covers corresponding to finite Galois
extensions L/k with Galois group Γ; the generalization to arbitrary U and arbitrary
covers is straightforward, see [Sta19, Tag 0268].

Denote U = Spec(L) → X = Spec(k), and notice that there is a canonical
isomorphism U ×X U ' Γ× U , equivariant with respect to the action of Γ on the
first copy, taking U × {1} to the diagonal. A descent datum for L/k consists of
an object u ∈ FU , together with (iso)morphisms φγ : γu → u (over the identity
of U), where γu is the base change of u via the map γ−1 : U → U , and the φγ ’s
are required to satisfy the cocycle condition φγ1γ2 = φγ1 ◦ γ∗1φγ2 . Equivalently, a
descent datum is an isomorphism φ : u1 → u2, where ui is the pullback via the i-th
projection U ×X U → U , and the isomorphism is required to satisfy the natural
cocycle condition with respect to the triple product U ×X U ×X U .

Let FL/k denote the category of descent data (u, φ). (The morphisms in this
category are the obvious ones, morphisms of the u’s commuting with the φ’s.) There
is a canonical functor

(8.2.1.1) Fk → FL/k
taking an object x ∈ Fk = FX to its base change xL, together with the descent
data induced from the Galois automorphisms of U = Spec(L) over k. (Notice that
a morphism γu→ u over the identity in U is equivalent to a morphism u→ u over
the map γ : U → U .)

Then, Fk satisfies effective descent (together with the prestack condition) with
respect to the Galois cover L → k, if the functor (8.2.1.1) is an equivalence. Here
are two basic examples where it happens:

Example 8.2.2. The category Fk of vector spaces over k satisfies effective descent
with respect to any separable extension L/k. (It can be extended to a k-stack F
by considering vector bundles over an arbitrary basis.)

Example 8.2.3. The category Fk of algebras over k satisfies effective descent with
respect to L/k. Indeed, let B be an L-algebra. The descent datum amounts to an
isomorphism φ : B⊗L ' L⊗B (tensor products over k), and the cocycle condition
states that the triangle consisting of B⊗L⊗L, L⊗B⊗L and L⊗L⊗B, applying
φ to get isomorphisms between them, commutes. We then take our algebra A over

k to consist of those sections of B whose pullbacks to L⊗B
φ
' B⊗L (geometrically,

in the notation above: whose pullbacks to U×XU under both projections) coincide,
i.e., A = ker(B → L ⊗ B), where the map is given by b 7→ 1 ⊗ b − φ(b ⊗ 1). One
checks that A is a k-algebra, and B ' A ⊗ L compatibly with descent data, see
[Sta19, Tag 0244].



110 8. FORMS AND COVERS OF REDUCTIVE GROUPS, AND THE L-GROUP

Example 8.2.4. Galois descent is also satisfied for any quasi-projective scheme,
see [BLR90, §6.2, Example B].

Example 8.2.3 is the basic one for our purposes. It immediately extends to
groupoids of affine varieties with extra structure given by “closed” conditions, such
as algebraic groups.

Finally, descent data can be parametrized by torsors for the automorphism
group:

Proposition 8.2.5. Given (u, φ) ∈ F(L/k), let A = AutFL(x), considered as a
Γ-module (possibly non-abelian) with action γa := φγ ◦ a ◦ φ−1

γ . Then, we have a
natural equivalence of of categories

F(L/k)/u
∼−→ A− TorsΓ,

where F(L/k)/u denotes the category of descent data (u′, φ′) with u′ ' u, and

A−TorsΓ denotes the category of (set-theoretic) right A-torsors T with a compatible
left Γ-action, i.e., γ(t · a) = γt · γa for all γ ∈ Γ, a ∈ A, and t ∈ T .

The functors are:

• (u′, φ′)→ Isom(u, u′), and
• T → (u′ = T ×A u, φ′), where φ′ = {φ′γ} is obtained by acting diagonally

on T (via the given Galois action) and on u (via φ).

Proof. Left to the reader. �

If Γ is a finite group, and A is a (possibly non-abelian) group with a Γ-action,
then isomorphism classes of A-torsors with a Γ-action are naturally parametrized
by the 1st cohomology set H1(Γ, A), which is the pointed set of A-orbits on the set
of 1-cocycles Z1(Γ, A) = {c : Γ → A|c(γ1γ2) = c(γ1) · γ1c(γ2)}, where A acts by
twisted conjugation (a · c)(γ) = ac(γ)γa−1. The parametrization takes a cocycle c
to the A-torsor T which can be identified with A as a right-A-set, but with Galois
action twisted by c, i.e., if we let a′ be the element of T corresponding to an element
a of A, then γa′ = c(γ) · γa.

Thus, we obtain:

Proposition 8.2.6. The equivalence of 8.2.5 induces an isomorphism of pointed
sets:

(F(L/k)/u)/̃
∼−→ H1(Γ, A),

where the left-hand side denotes isomorphism classes of descent data for u over
L/k, with the chosen descent datum as the base point.

Proof. One just needs to check that isomorphism classes of Γ-equivariant A-torsors
are indeed parametrized by H1(Γ, A). Left to the reader. �

Remark 8.2.7. Notice that, although Proposition 8.2.5 classifies a family of de-
scent data depending only on the isomorphism class of u, the classification, and
the Galois structure on the automorphism group A, depend on the chosen descent
structure on u. This choice makes the isomorphism classes of descent data into a
pointed set, which corresponds to the distinguished point (the class of the trivial
torsor) in H1(Γ, A).
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8.3. Forms of reductive groups

Lemma 8.3.1. If G,G′ are two reductive groups over a field k that are isomorphic
over the algebraic closure k̄, they are isomorphic over a finite separable extension
L ⊂ ks.

Proof. This is a corollary of the existence of maximal k̄-tori over k, Theorem 7.4.7,
the fact that those split over a finite separable extension, Theorem 7.1.2, and the
classification of split reductive groups in terms of root data, Theorem 8.1.14. �

By “continuous descent data” over a separable closure ks, in a k-groupoid
F as above, we will mean pairs (u, φ) consisting of u ∈ Fks and isomorphisms
φγ : γu→ u for γ ∈ Γ = Gal(ks/k), such that these descent data are induced from
descent data over a finite Galois extension L/k, in the obvious way (i.e., u is the
base change of some object u′ ∈ FL, and φ is obtained by extending scalars from
some descent datum φ′ over L).

Proposition 8.3.2. The category of reductive groups over k is equivalent to the
category of continuous descent data (G,φ), where G is a reductive group over a
fixed separable closure ks, and φ is an isomorphism G×k ks ' ks ×k G.

Given a reductive group G over k, the set of isomorphism classes of forms G′ of
G over k is in natural bijection with the Galois cohomology set H1

cont(Γ,Aut(Gks)),
defined as the set of G(ks)-orbits of continuous 1-cocycles Γ → Aut(Gks) (i.e.,
factoring through a finite extension).

Proof. The first statement follows from Lemma 8.3.1, and effectiveness of descent
for linear algebraic groups (an easy corollary of Example 8.2.3). The second follows
from Proposition 8.2.6. �

Thus, we are led to study the cohomology of the automorphism group of G (over
the separable closure). From now on, for every linear algebraic group over k, we
will be writing simply H1(Γ, G) for the continuous cohomology set H1

cont(Γ, G(ks)).

Proposition 8.3.3. Given a reductive group G over a field k, there is an exact
sequence

(8.3.3.1) H1(Γ, Inn(G))→ H1(Γ,Aut(G))→ H1(Γ,Out(G))→ 0.

Moreover, if we assume that G is split over k, and we fix a pinning (G,B, T, {pα}α∈∆)
over k (Definition 8.1.11), the resulting splitting Out(G)→ Aut(G) of Proposition
8.1.23 induces a splitting

H1(Γ,Out(G))→ H1(Γ,Aut(G))

whose image corresponds to the quasisplit forms of G.
Moreover, the cohomology groups of (8.3.3.1), together with this splitting, clas-

sify isomorphism classes in the following sequence of categories:

{Gad-torsors over k} → {forms of G over k}� {quasisplit forms of G over k},
compatibly with the inclusion functor on the right, and the functor that assigns to
a right G-torsor T the G-automorphism group AutG(T ).

Proof. The sequence (8.3.3.1) follows immediately by applying the long exact se-
quence of cohomology to the short exact sequence of (8.1.23.1). To prove surjectiv-
ity of the map to H1(Γ,Out(G)), it is enough to assume that G is split, since the
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choice of a different form only affects the base point. (Such a form always exists
by Theorem 8.1.10.) Then, the splitting Out(G) → Aut(G) of Proposition 8.1.23
gives rise to a splitting of the corresponding cohomology groups, and in particular
proves surjectivity. Finally, the identification of cohomology groups with isomor-
phism classes of objects in the stated categories follows from effective descent and
Proposition 8.2.6. In all cases, the stated groups are the groups of isomorphisms
of a given object in the stated category (for example, Gad = Inn(G) is the auto-
morphism group of a Gad-torsor), except for the category of quasisplit forms of G
over k, which has more automorphisms than the outer automorphisms of G, and
therefore requires some explanation.

By Proposition 8.1.23, Out(G) can be identified with automorphisms of the
based root datum Ψ+(AG). By Theorem 8.1.12, this can be identified with the
automorphism group of a pinned quadruple (G,B, T, p) (over ks) or, equivalently,
a quadruple (G,B, T, `), where ` is an algebraic Whittaker datum for B (Definition
8.1.11). Such quadruples make sense over k, as well (and its Galois extensions),
thus, by Galois descent, the set H1(Γ,Out(G)) classifies isomorphism classes of such
quadruples over k. But the forgetful map (G,B, T, `) → (G,B) is a bijection on
isomorphism classes, because every pair (G,B) admits a maximal torus T ⊂ B and
a Whittaker datum `, and any two such are conjugate by an element of Bad ⊂ Gad.
[More details to be added.]

�

Definition 8.3.4. A pure inner form of an algebraic group G over k is a G-torsor
T ; the term is often used to refer to the G-automorphism group of T , but with the
understanding that a G-torsor has been fixed. An inner form of G is a pure inner
form R for the adjoint group Gad = Inn(G); the term is often used to refer to the
form R×Inn(G) G, but with the understanding that a Gad-torsor has been fixed.

8.4. The L-group and the C-group

Let G be a reductive group over a field k, fix a separable closure ks of k with
Galois group Γ, and let Ψ+(G) be the associated based root datum of Gks , by
Theorem 8.1.14. Since the universal Cartan AG is defined over k (Proposition
7.5.3), and has a canonical set of positive roots, there is an action of the Galois
group Γ on its character group which preserves the positive roots, hence an action

(8.4.0.1) Γ→ Aut(Ψ+(G)).

Remark 8.4.1. By Proposition 8.1.23, we have a canonical isomorphism Out(G) '
Aut(Ψ+(G)). Viewed as a Galois cocycle into Aut(Ψ+(G)) (with trivial Galois
action, corresponding to the split form of G), the corresponding cohomology class
in H1(Γ,Out(G)) is the one attached to the outer class of G by Proposition 8.3.3.

Notice that the universal Cartan groups for inner forms are canonically iso-
morphic, in an order-preserving way, so that the action (8.4.0.1), hence also the
L-group that we are about to define, are identical for two groups that are inner
forms of each other.

Definition 8.4.2. Let G be a reductive group over a field k, and fix a separable
closure ks with Galois group Γ. Let Ψ+(G) be the based root datum of G, and
Ψ̌+(G) the dual based root datum, obtained by interchanging the character and
the cocharacter lattices. The Langlands dual group Ǧ is the pinned group (provided
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by the equivalence of categories of Theorem 8.1.12) with based root datum Ψ̌+(G).
The L-group is the semidirect product LG = ǦoΓ, where Γ acts through (8.4.0.1),
by the pinned automorphisms provided by the equivalence of Theorem 8.1.12.

Notice that the L-group can be thought of as being defined over any field, in
fact over Z. The ring of definition that one uses for the L-group depends on the
coefficients of representations of G that one considers.

Remark 8.4.3. The choice of separable closure, and the definition of the L-group
as a semidirect product (hence, a distinguished splitting Γ → LG) are not com-
pletely justified. It is better to think of the L-group as a sheaf of pinned reductive
groups over the étale site of SpecF . Hence, instead of talking about “the” based
root datum of G (defined using its weight lattice over a fixed separable extension),
we have based root data for every separable extension over which G splits, and
isomorphisms between them for every morphism of such fields. In particular, the
descent data give rise to the Galois action.

Although the Langlands program with complex coefficients is often formulated
in terms of the L-group, this is not the most natural dual group to consider, and
in particular does not work well with integer coefficients. A more natural choice
is the C-group, which we introduce now, following [BG14] and ideas of Joseph
Bernstein. The description of [BG14] is combinatorial, but, following Bernstein,
we will describe the C-group in terms of the Langlands dual of a natural extension
of G.

Lemma 8.4.4. Let G be a connected reductive group, B its flag variety of Borel
subgroups, Ω the canonical bundle (bundle of volume forms) on B. Then, there is a

canonical square root Ω
1
2 , i.e., a line bundle over B whose square is Ω, characterized

by the fact that it admits a linearization for the action of the simply connected cover
Gsc of the derived group of G.

We recall that “linearization” means an action of the group on the bundle, i.e.,
on its sheaf of sections, compatible with its action on the base, i.e., an isomorphism
of the two pullbacks under the projection and action maps Gsc × B ⇒ B which is
compatible with the group structure.

Proof. By Galois descent and the uniqueness of the square root with this property,
it is enough to assume that the field is algebraically closed. If B ∈ B is a Borel
subgroup, 2ρ is the sum of positive roots of G, and we use exponential notation
when thinking about the corresponding character e2ρ : B → Gm, then Ω is a G-
linear bundle under the right action of G on B, and B acts by the character e2ρ

on its fiber [exercise!]. In other words, Ω is induced from the character e2ρ of B;
its total space is Ga,2ρ ×B G, where Ga,2ρ is the line with an action of B by this
character.

If Bsc is the corresponding Borel of Gsc, then B = B\G = Bsc\Gsc, and the
restriction of 2ρ to Bsc admits a unique square root, namely ρ. Thus, there is a
unique Gsc-linear bundle Ω

1
2 over B whose square is Ω. �

Definition 8.4.5. Let G be a connected reductive group, B its flag variety of Borel
subgroups, Ω

1
2 the canonical square root of the canonical bundle on B (Lemma

8.4.4). The canonical extension G̃ is the group of pairs (g, τ), where g ∈ G and τ

is an isomorphism: g∗Ω
1
2
∼−→ Ω

1
2 .
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Remark 8.4.6. Notice that we consider G as acting on the right on B, so pullback
is a left action on line bundles: (g1g2)∗Ω = g∗1(g∗2Ω). The composition law on the
extended group is (g1, τ1) · (g2, τ2) = (g1g2, τ1 ◦ (g∗1τ2)). The extended group in a
central linear algebraic extension:

(8.4.6.1) 1→ Gm → G̃→ G→ 1,

where the central Gm is the group of scalar automorphisms of the line bundle Ω
1
2 .

It acts on B through the quotient G, and, by definition, the line bundle Ω
1
2 is

canonically G̃-linear.
On the other hand, if G is simply connected, then, by the definition of Ω

1
2 , it

already has a (unique) G-linearization; hence, in this case, G̃ = Gm×G, canonically.

Definition 8.4.7. For a reductive group G over a field k (in a fixed separable

closure with Galois group Γ), the extended Langlands dual group ˇ̃G of G is the

Langlands dual group (Definition 8.4.2) of the canonical extension G̃ (Definition
8.4.5), and the C-group CG is the L-group of the canonical extension.

The C-group comes with a canonical character dual to the sequence (8.4.6.1):

(8.4.7.1) 1→ LG→ CG→ Gm → 1,

which will be called the cyclotomic character of the C-group.

Remark 8.4.8. In terms of based root data, if X denotes the weight lattice in
Ψ+(G), and X̌ the coweight lattice, the weight lattice X̃ of G̃ is generated inside of
the vector space XQ ⊕Q by X and the element ρ̃ = (ρ, 1); its projection Z ⊂ Q is

the weight lattice of the central Gm, and ρ̃ is the character from which the G̃-linear
line bundle Ω

1
2 is induced.

Notice that the element e2ρ(−1) is a canonical central element of the dual group

Ǧ (possibly trivial), thus defining a map µ2 → Ǧ. The extended dual group ˇ̃G is
the group Ǧ×µ2 Gm.

8.5. The real case: compact Lie groups and Lie algebras

The main reference for this section is [Bou05, Ch. IX §1].

Definition 8.5.1. Let g be a finite-dimensional real or complex Lie algebra. The
group of inner automorphisms Inn(g) is the connected immersed subgroup of GL(g)
(see 4.4.9) whose Lie algebra is ad(g).

For compact or semisimple Lie groups, this coincides with the group E(g) of
Definition 5.5.1, but we will not prove that.

Proposition 8.5.2. Let g be a (finite-dimensional) real Lie algebra. The following
conditions are equivalent:

(1) g is isomorphic to the Lie algebra of a compact Lie group.
(2) The group Inn(g) is compact.
(3) g has a positive definite, invariant symmetric bilinear form.
(4) The adjoint representation of g is semisimple, and for every x ∈ g, ad(x)

is semisimple with purely imaginary eigenvalues.
(5) g is a direct sum of its center and its maximal semisimple ideal, and the

Killing form is negative semi-definite.
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If, moreover, g = Lie(G) for some connected Lie group G, the above are equiv-
alent to any of the following:

(6) The group Ad(G) ⊂ GL(g) is compact.
(7) There is a Riemannian metric on G invariant under left and right trans-

lations.

Finally, in that case the exponential map g→ G is surjective.

Proof. (1) ⇒ (2): If g = Lie(G) with G compact and connected, then Inn(g) =
G/Z, where Z is the center, hence is compact.

(2) ⇒ (3): Choose any positive definite symmetric bilinear form on g, and
average over the compact group Inn(G) to obtain an invariant one.

(3) ⇒ (4): The orthogonal complement, with respect to a definite invariant
form, of an invariant subspace is invariant, which proves semisimplicity. The op-
erators ad(x) are then anti-self-adjoint, which implies that they are diagonalizable
with purely imaginary eigenvalues.

(4) ⇒ (5): If the adjoint representation is semisimple, g is the direct sum of
its center and its simple ideals. If B denotes the Killing form, then B(x, x) =
tr(ad(x)2), and since the eigenvalues are all imaginary, this is ≤ 0.

(5) ⇒ (1): The center of the Lie algebra is isomorphic to the Lie algebra of
a compact real torus, so we are reduced to the case that g is semisimple, with
negative Killing form. Then, Inn(g) is a closed [reference] subgroup of GL(g), and
since it preserves the negative definite form B, it belongs to the compact orthogonal
subgroup O(B), thus is compact (with Lie algebra g).

If g = Lie(G), with G connected, then Ad(G) = Inn(g), as one can confirm by
comparing Lie algebras. The last claim follows from the rest by constructing an
Ad(G)-invariant positive definite form on g (by the same averaging argument as
above), and translating it by the left (or right) G-action. Vice versa, any invariant
Riemannian metric, restricted to the tangent space at the identity, is such a form.

Finally, one can check [Exercise!] that, for a left- and right-invariant Riemann-
ian metric, the group-theoretic exponential map coincides with the Riemannian
exponential map, hence G is geodesically complete, and any two points can be
joined by a length-minimizing geodesic (the Hopf–Rinow theorem). �

Definition 8.5.3. A real Lie algebra g satisfying the equivalent conditions of
Proposition 8.5.2 is called a compact Lie algebra.

Theorem 8.5.4. The Lie algebra of a connected Lie group G is compact if and only
if G is the surjective image of a morphism V ×T ×K → G with finite kernel, where
V is a vector space, T is a compact real torus, and K is a compact semisimple Lie
group.

Proof. The direction ⇐ follows from Proposition 8.5.2.
As seen in Proposition 8.5.2, a compact Lie algebra is the direct sum of its

center and a semisimple compact Lie algebra, and the connected component of the
center has to be equal to a group of the form V × T as above, therefore we are
reduced to the case when g is compact and semisimple.

In that case, the center Z is discrete, and G/Z = Ad(G) is compact by Propo-
sition 8.5.2, hence it suffices to prove that the group Gad = G/Z cannot be the
image of a central isogeny with infinite kernel from a connected Lie group. Let
H → Gad be a central isogeny of finite degree. By Theorem 4.7.5, H and Gad co-
incide with the real points of algebraic groups over R, and the morphism between
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them is algebraic. Thus, we can apply the analysis of central isogenies of Theorem
8.1.10, and deduce that, since g is semisimple, the degree of any central isogeny is
bounded by the index of the coroot lattice in the cocharacter lattice. Thus, G is
compact. �

Proposition 8.5.5. Any semisimple Lie algebra g over C has a unique split real
form up to (Inn(g)-)conjugacy, and a unique compact form up to conjugacy.

Proof. Let h ⊂ g be a Cartan subalgebra, and let h0 be the real subspace spanned
by the images of R under the cocharacters Φ̌ 3 α̌ : Ga → h. The Chevalley
construction (omitted) shows that it extends to a real form g0 of g, such that,
for every root α, gα,0 := g0 ∩ gα is a real form of the root space gα. Those real
forms, for α in a basis ∆ of the root system, determine the form, and in turn are
determined by a pinning (Definition 8.1.11) relative to ∆. All such pinnings are
conjugate under the image of exp(h) in Inn(g), hence by the conjugacy of Cartan
subalgebras we conclude that all split forms are conjugate.

Starting now with such a split form, and a pinning gα ' Ga for α ∈ ∆, let
Xα ∈ gα be the element corresponding to 1 ∈ Ga, and let X−α ∈ g−α be the
element forming an sl2-triple (hα, Xα, X−α), with hα ∈ h the coroot. We can
similarly choose elements Xα ∈ gα for all roots, such that [Xα, Xβ ] = Nα,βXα+β

whenever α + β is also a root, with constants Nα,β satisfying Nα,β = Nβ,α. (This
is part of the Chevalley construction, see [Bou05, Ch. VIII §2].) Then, we define
another real form of g by

gc = ih0 ⊕
⊕

{±α}∈Φ/{±1}

(R(Xα +X−α)⊕ iR(Xα −X−α)) .

One checks that this is a compact form, [Bou05, Ch. IX §3.2]. Obviously, this
depends only on the pinning, not on the choices of Xα for α not simple, and is
generated by the summands corresponding to simple roots α.

For any other compact form g′c, we will show that it is of this form; by the
conjugacy of pinnings, we will then conclude that g′c is G-conjugate to gc.

To lighten notation we may already use the conjugacy of Cartan subalgebras
and assume that g′c contains a form h′c of h. By one of the equivalent conditions
of Proposition 8.5.2, the eigenvalues for the adjoint action of h′c on g have to be
purely imaginary, so we must have h′c = ih0. Consider the semilinear automorphism
τ : g → g corresponding to complex conjugation with respect to g′c. It acts by −1
on h0, hence interchanges the spaces gα and g−α. If, for a simple α ∈ ∆ and Xα,
X−α as above, we have τ(Xα) = cX−α, then we claim that c > 0.

Indeed, if B is the Killing form, 0 > B(Xα, X−α) = c−1B(Xα, τ(X−α)), and
the quadratic form X 7→ B(X, τ(X)) is negative definite on ResC/Rg, since B is a
C-linear quadratic form on g that is negative on the fixed space g′c of the involution
τ .

If we setX ′α = c−
1
2Xα, X ′−α = c

1
2X ′α, we obtain another sl2-triple (hα, X

′
α, X

′
−α)

with τ(Xα) = X−α. Then, the form g′c is generated by the elements X ′α+X ′−α and
i(X ′α −X ′−α) with α ∈ ∆, hence is of the stated form. �

We deduce that any complex, connected semisimple group has a unique com-
pact form up to conjugacy, and, in fact, arrive at the following strengthening of
Theorem 4.7.5, whose formulation is taken from class notes of Brian Conrad:
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Theorem 8.5.6. The functor G 7→ G(R) is an equivalence between: the category of
R-anisotropic reductive R-groups whose connected components have R-points, and
the category of compact Lie groups. If G is such an R-group then G0(R) = G(R)0.
The R-group G is semisimple if and only if G(R) has finite center, and in such
cases G0 is simply connected in the sense of algebraic groups if and only if G(R)0

is simply connected in the sense of topology.

Proof. [To be added] �

8.6. Classification of real forms in terms of Cartan involutions

Let G be a connected, complex reductive group. Proposition 8.5.5 implies
that it has a unique, up to conjugacy, split real form. [Details omitted for now
— need to explain lift from Lie algebra to group.] Fixing that form, by Proposi-
tion 8.3.3 we obtain a bijection between isomorphism classes of real forms of G,
and H1(Γ,Aut(G)), where Γ ' Z/2. Equivalently, forms correspond bijectively to
sections

Z/2→ Aut(G) o Z/2
up to Aut(G)-conjugacy.

Here, we will discuss a more classical (and useful) description of real forms, in
terms of actual homomorphisms

Z/2→ Aut(G)

up to Aut(G)-conjugacy. This gives rise to an extremely important correspondence
between real forms of G and symmetric spaces, that is, spaces of the form G/Gθ,
where θ is an involution (automorphism of order two) of G.

Definition 8.6.1. If g0 is a semisimple Lie algebra over R, with complexification
g and associated antiholomorphic involution σ, a Cartan involution for g0 is a
holomorphic involution θ, which commutes with σ, such that gθσ is a compact form
of g (Definition 8.5.3).

Given such a Cartan involution, the associated Cartan decomposition is the
pair (k, p) of complementary vector subspaces of g0, where k = gθ0 (in particular, k is

a compact Lie subalgebra) and p = g−θ0 . Since the pair (k, p) obviously determines
the involution θ, we will say that (k, p) is a Cartan decomposition, without reference
to θ.

A Cartan decomposition for a real Lie group G is a pair (K, p), where K ⊂ G
is a compact subgroup, and p ⊂ g is an Ad(K)-stable subspace such that the map
K × p 3 (k,X) 7→ k exp(X) is a diffeomorphism.

Given such a Cartan decomposition, the map θ(k exp(X)) = k exp(−X) (where
k ∈ K, X ∈ p) is an involution of G, called the Cartan involution. Since θ deter-

minesK = Gθ and p = g−θ0 uniquely, we will refer to such a θ as a Cartan involution,
without reference to (K, p).

Example 8.6.2. Let G = GLn, K = O(n), the compact orthogonal group of the
standard inner product on Rn, k = Lie(K) and p = the subspace of symmetric
matrices in g0 = Lie(G) = gl(n,R).

Then, the pair (k, p) is a Cartan decomposition of g0, and the pair (K, p) is
a Cartan decomposition of G. Indeed, the quotient space G/K can be identified
with the space of positive definite quadratic forms on Rn, each represented by
a symmetric matrix A with positive eigenvalues, and each such matrix A has a
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unique square root B of the same type, which in turn is the exponential of a unique
symmetric matrix X, so A = B2 = exp(X)2 = exp(X) exp(X)t, uniquely.

The Cartan involution on G is g 7→ g−t, on g it is X 7→ −Xt, and the associated
compact form of g = gl(n,C) is the Lie algebra of the unitary group for the standard
inner product on Cn.

Proposition 8.6.3. If G is a connected semisimple Lie group (i.e., with semisimple
Lie algebra) with Lie algebra g0, (k, p) is a Cartan decomposition of g0, and K =
exp(k). If G has finite center, then K is a compact subgroup, and (K, p) is a Cartan
decomposition of G.

Proof. The proof reduces to the analogous statement for G = GLn(R), K = O(n),
as follows:

First of all, let K ′ be the immersed Lie subgroup of G with Lie algebra k, see
Proposition 4.4.9. Since k is compact, by Proposition 8.5.2, the exponential map
k→ K ′ is surjective, hence K ′ = K.

Let θ be the associated Cartan involution, let B be the Killing form, and
consider the quadratic form q : X 7→ B(X, θX), which is negative definite on g0.
One easily checks that, with respect to this form, ad(X) is

• symmetric, if X ∈ p;
• skew-symmetric, if X ∈ k.

Thus, Adg(K) ⊂ O(q) ⊂ GL(g), and by Example 8.6.2 the map Adg(K)× p 3
(g,X) 7→ g exp(ad(X)) ∈ GL(g) is a closed embedding. (Notice that ad has no
kernel, by semisimplicity.) Its image is both open and closed in Ad(G), and by
connectedness it is equal to Ad(G). Therefore, the map K × p→ G is an open and
closed embedding, and again by connectedness it is an isomorphism. Note that K
is compact, because by assumption the kernel of K → Adg(K) is finite.

�

We will eventually see that any reductive Lie group admits a Cartan decom-
position, but for now we restrict our attention to complex groups (considered, by
restriction of scalars, as real Lie groups).

Proposition 8.6.4. Let G be a complex, connected semisimple algebraic group,
and k ⊂ g a compact form of g, which exists, by Proposition 8.5.5, uniquely up
to conjugacy. Let p = ik ⊂ g, and set K = exp(k). Then, (K, p) is a Cartan
decomposition of G(C) (viewed as a real Lie group), in the sense of Definition
8.6.1. Moreover, the normalizer of K is K exp(iZ(k)), where Z(k) denotes the
center of k.

Proof. Indeed, one immediately checks that, since the Killing form Bg is negative
definite on the real form k of g, the Killing form Bg⊗RC is negative definite on the
real form k⊕ ip of g⊗RC, hence this is a compact form. The first claim now follows
from Proposition 8.6.3, taking into account that complex semisimple groups have
finite fundamental groups, and therefore finite center (see the argument in the proof
of Theorem 8.5.4).

For the normalizer NG(K) of K, it suffices to show that NG(K) ∩ exp(p) =
exp(iZ(k)). If X ∈ p is such that exp(X) normalizes K, then [X, k] ⊂ k, but on the
other hand [p, k] ⊂ p, so [X, k] = 0, i.e., X ∈ pk = (ik)k = iZ(k). �

Now we have the following, see also [AT18]:
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Proposition 8.6.5. Let G be a connected complex semisimple algebraic group.
Then:

(1) Any holomorphic, resp. antiholomorphic, involution of G(C) is algebraic,
i.e., induced by an algebraic involution of G, resp. a conjugate-linear in-
volution of ResC/RG.

For the rest of the statements, write G for G(C).
(2) If G is abelian, it admits a unique compact antiholomorphic involution

τ (i.e., such that Gτ is compact). It commutes with all holomorphic or
antiholomorphic involutions of G.

(3) For any antiholomorphic involution σ of G there exists a holomorphic
involution θ, commuting with θ, such that Gθσ is compact, and vice versa:
for every such σ there exists such a θ.

Moreover, θ is unique up to (Gσ)0-conjugacy, and σ is unique up to
(Gθ)0-conjugacy.

Proof. For the first statement, see [AT18, Lemma 3.1].
If G is abelian, it is a torus, and it is easy to see that the only compact

antiholomorphic involution τ is the one which, on g, acts by −1 on the real subspace
E generated by the differentials of cocharacters, and by +1 on iE. Any other
holomorphic or antiholomorphic involution has to preserve the cocharacter lattice,
hence the eigenspaces E and iE for τ , hence commutes with τ .

Any involution of G induces involutions on its derived group Gder and its center
Z(G), and since G = Z(G)Gder, the rest of the statements are now reduced to Gder.
Thus, we may assume that G is semisimple.

By Proposition 8.5.5, the set M of compact forms of g is a homogeneous space
under G, and if we fix a compact form Gc, it can be identified with the quotient
G/Gc exp(iZ(gc)). The tangent space at the point x = Gc can be identified with
the quotient pad = p/iZ(gc) of p = igc, and the Cartan decomposition, Proposition
8.6.3, shows that there is a well-defined exponential map

expx : pad = TxM →M,

descending from the exponential map on p, which is an isomorphism.
Given σ, it induces an automorphism of order 2 of M , and our goal is to find

a fixed point. Start with any point x = Gc, then σ induces an isomorphism σ∗
between TxM and Tσ(x)M . We claim:

σ commutes with the exponential map, i.e., expσ(x)(σ∗X) =

σ(expx(X)), for every X ∈ TxM .

Indeed, since σ is antiholomorphic, it maps p = igc to iσ(gc), which is the space
analogous to p for σ(x).

Now, let X ∈ TxM be the unique element with σ(x) = expx(X), choose a

preimage X̃ of X in p, and set g = exp(X̃) (the exponential in the group, here).
Hence, σ(x) = gx, and translation by g identifies the tangent space of x with that
of σ(x), by a map which we will denote by g∗ (and its inverse by g∗).

We claim that g∗σ∗(X) = −X. Indeed, x = σ(σ(x)) = σ(expx(X)) =

expσ(x)(σ∗X) by the claim above, and on the other hand x = g−1(σ(x)) = exp(−X̃)(σ(x)) =

expσ(x)(g∗(−X)), and by the fact that the map expσ(x) is an isomorphism, we de-

duce that σ∗X = g∗(−X), or equivalently g∗σ∗X = −X.
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Hence, the point expx(X2 ) = exp( X̃2 )x is fixed under σ, because

σ(expx(
X

2
)) = expσ(x)(σ∗

X

2
) = expσ(x)(−g∗

X

2
) =

= exp(−X̃
2

)σ(x) = exp(−X̃
2

) exp(X̃)x = exp(
X̃

2
)x.

The proof for θ in place of σ is identical.
Now we show that all points of Mσ lie in the same (Gσ)0-orbit. Given two

such points x, x′, we can write x′ = expx(X), for a unique element X ∈ TxM . It is
enough to show that X ∈ (TxM)σ, because then (by semisimplicity) it can be lifted

to X̃ ∈ pσ, and then exp(X̃) will belong to (Gσ)0. Again, by the σ-equivariance
of the exponential map, we get that expx(X) = x′ = σ(x′) = σ(expx(X)) =
expx(σ∗X), and by the fact that expx is an isomorphism we deduce that σ∗X = X.

The proof or θ is, again, identical.
�

This leads to the following two theorems which are the main results of this
subsection:

Theorem 8.6.6. (The group of R-points of) any connected reductive algebraic
group G over R admits a Cartan decomposition (K, p), see Definition 8.6.1. The
group K is a maximal compact subgroup of G = G(R), and all maximal compact
subgroups (and all Cartan decompositions) are G(R)0-conjugate.

Proof. If σ denotes the antiholomorphic involution of G(C) which fixes G(R), by
Proposition 8.6.5 there exists a commuting holomorphic involution θ such that σθ
is compact, unique up to G(R)0-conjugacy. The restriction of θ to G(R) induces a
Cartan decomposition (K, p) with K = G(R)θ and p = Lie(G(R))−θ. The group K
is maximal compact, because if K ′ supK were compact, and g ∈ K ′ did not belong
to K, then by the Cartan decomposition g = k exp(X) for some X 6= 0 in p, but
then exp(X) belongs to K ′, but the powers of exp(X) have no accumulation point,
a contradiction. �

Remark 8.6.7. Not every non-algebraic semisimple connected Lie group (i.e.,
with semisimple Lie algebra) admits a Cartan decomposition. For example, by
the Cartan decomposition, K = S1 is a deformation retract of G = SL2(R), hence

π1(SL2) ' Z, and its fundamental cover S̃L2 is a semisimple Lie group with infinite
center, no nontrivial compact subgroups (because the preimage of K is isomorphic
to R), and since the exponential map is not bijective, it does not admit a Cartan
decomposition.

Theorem 8.6.8. Let G be a connected complex reductive group. Let Ant denote
the space of antiholomorphic involutions on G, and Hol the space of holomorphic
involutions. There is a canonical bijection

Ant/G↔ Hol/G

induced by the distinguished G-orbit on Ant×Hol of those pairs (σ, θ) such that σ
commutes with θ, and gσθ is compact.

If Γ = Gal(C/R), and we fix a compact real form (an antiholomorphic involu-
tion) τ on G, this bijection gives rise to bijections of pointed sets

H1(Γ,Aut(G))
∼−→ H1(Z/2,Aut(G)),
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where Z/2 acts trivially on Aut(G), i.e.,
H1(Z/2,Aut(G)) = Hom(Z/2,Aut(G))/Aut(G)− conj, as well as

Z1(Γ,Aut(G))/Inn(G)
∼−→ Hom(Z/2,Aut(G))/Inn(G),

where Z1 denotes the set of 1-cocycles.

Proof. Indeed, Proposition 8.6.5 states that the set of those pairs (σ, θ) such that
σ commutes with θ, and gσθ is compact, forms a unique G-orbit which surjects onto
both Ant and Hol.

If τ is the antiholomorphic involution corresponding to a compact form, used
to define the Galois action on Aut(G) by pre- and post-composition, for any
κ ∈ Z1(Γ,Aut(G)), identified with the image in Aut(G) of complex conjugation,
the composition σ = τκ is also an antiholomorphic involution. This identifies
Z1(Γ,Aut(G)) ' Ant, equivariantly under Aut(G), while Hom(Z/2,Aut(G)) =
Hol. The rest of the assertions now follow by descending the distinguished G-orbit
(which is also an Aut(G)-orbit) on Ant ×Hol. Note that τ ∈ Ant corresponds to
the trivial involution in Hol, hence these bijections are indeed pointed. �

Remark 8.6.9. Two 1-cocycles of Γ into Aut(G) are conjugate by Inn(G) if and
only if they correspond to the same inner class, see 8.3.4. Thus, the quotient
Z1(Γ,Aut(G))/Inn(G) is the union of all isomorphism classes of inner forms of all
outer forms of G.
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CHAPTER 9

Galois cohomology of linear algebraic groups

[This chapter needs a lot of work. For now, we only summarize the results
needed in other sections.]

Let G be a linear algebraic group over a field k and ks be a separable closure of
k. There is a natural action of Gal(ks/k) on the ks-points of G, and we can define
the Galois cohomology group H1(k,G). In this chapter, we discuss this cohomology
group for k is finite, local, or number field. A good reference for this chapter is
Chapter 6 of [PR94].

9.1. Galois cohomology over a finite field

In this section, k is a finite field. The absolute Galois group Gal(ks/k) ∼= Ẑ
is a procyclic group. Let ϕ be the arithmetic Frobenius in Gal(ks/k). Then ϕ
is a topological generator of Gal(ks/k) and it induces a k-scheme endomorphism
ϕG := idG × ϕ of Gks .

Theorem 9.1.1 (Lang’s theorem). If G is a connected algebraic group over k, then
H1(k,G) = 1.

Proof. We define a k-scheme morphism f : G→ G by

f(g) = g−1ϕ(g).

To prove Lang’s theorem, it suffices to prove that f is surjective.
Considering the action of G on itself by g.a = g−1aϕ(g). If we fix a, this define

a k-scheme endomorphism of G denoted by fa. In particular, fe = f . We claim
that the map fa is separable and its image is open and closed for any a. Then f is
surjective since G is connected. This would complete the proof of Lang’s theorem.

Let me prove the claim. We have

defa(X) = −Xa+ deϕG(X) = −Xa

for X ∈ Te(G). So the differential map defa : Te(G) → Ta(G) is an isomorphism
of the tangent spaces. As a consequence, fa is dominant and separable. In par-
ticular, the orbit fa(G) contains a nonempty open subset of G, hence is open by
homogeneity. Since this holds for any a, fa(G) are also closed. We are done. �

Lang’s theorem has several important corollaries.

Proposition 9.1.2. If G is a connected reductive group over k, then G is quasisplit.

Proof. Let B be a Borel subgroup of Gks , and let Bϕ be the Borel subgroup
obtained by applying ϕ. Then aBϕa−1 = B for some a in G(ks). By the proof
of Theorem 9.1.1, a = g−1ϕ(g) for some g in G(ks). Now, we consider the Borel

123
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subgroup H = gBg−1. We can check that H is defined over k by the following
computation.

Hϕ = ϕ(g)Bϕϕ(g)−1 = gaBϕa−1g−1 = H.

This completes the proof of this proposition.
�

Proposition 9.1.3 (Lang’s isogeny theorem). If G and H are connected k-groups
and f : G→ H is a k-isogeny, then |G(k)| = |H(k)|.

Proof. Let F be the kernel of f . We have a short exact sequence

1→ F (ks)→ G(ks)→ H(ks)→ 1

of groups. This exact sequence is compatible with the natural Galois action. Then
we obtain an exact sequence

{∗} → F (k)→ G(k)→ H(k)→ H1(k, F )→ H1(k,G)

of pointed set. By Theorem 9.1.1, we have

|H(k)|
|G(k)|

=
|H1(k, F )|
|F (k)|

.

So it suffices to show that |H1(k, F )| = |F (k)|. Note that

|H1(k, F )| = lim−→H1(Gal(kn/k), F (kn))

where kn is the degree n extension of k. So it is enough to prove that, for each
n, |H1(Gal(kn/k), F (kn))| = |F (k)|. This is a property of Herbrand quotient (see
[AW67, Proposition 11]). This completes the proof. �

Remark 9.1.4. Lang’s theorem can also be used to classify connected reductive
groups over a finite field. Let G be a split connected reductive group over k. We
fix a based root system Ψ+ of G. By Theorem 9.1.1, we have H1(k,Aut(Gks)) ∼=
H1(k,Aut(Ψ+)). So the k-forms ofG are classified by the elements ofH1(k,Aut(Ψ+)).
We have the following conclusions.

(1) Any k-group of type Bn, Cn, E7, E8, F4 or G2 is split.
(2) There are exactly two nonisomorphic k-groups of type An (where n > 1)

and Dn (where n > 4). The nonsplit one is split over a quadratic extension
of k.

(3) There are exactly three nonisomorphic k-groups. The two non-split ones
become split over a quadratic and a cubic extension of k respectively.

Theorem 9.1.5. If G is a connected algebraic group over a number field K, then
GKv is quasisplit for almost all finite places v of K.

Proof. See [PR94, Theorem 6.7]. �

Using Lang’s theorem we can also deduce a result on Galois cohomology of
groups over the ring of integers of a local field. Let K be a local field with ring of
integers OK . Let GOK be an algebraic group defined over OK and let L be a finite
Galois extension of K. The Galois group Gal(L/K) acts naturally on the OL-point
of GOK . We can define the Galois cohomology group H1(L/K,GOK ).

Theorem 9.1.6. If a connected group GOK has a connected smooth reduction GOK
and the extension L/K is unramified, then H1(L/K,GOK ) = 1.
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Proof. See [PR94, Theorem 6.8]. �

Remark 9.1.7. Let L be a finite extension of a number field K. By the above
theorem, if G is a connected algebraic group over K, then for almost all finite places
v of K and any w a place of L above v, we have H1(Lw/Kv, GOKv ) = 1.

9.2. Tate–Nakayama duality for tori

9.3. Cohomology of reductive groups over local fields

Lemma 9.3.1. If G is an algebraic group over a local field F , then H1(F,G) is
finite.

Proof. �

Theorem 9.3.2. If G is a (connected) simply connected, semisimple group over
a non-Archimedean field F , then H1(F,G) is trivial. For an arbitrary connected
reductive group over a local field F , there is a canonical surjective map [Kottwitz],
which in the non-Archimedean case is a bijection.

Proof. �

9.4. Cohomology of reductive groups over global fields; the Hasse
principle

Definition 9.4.1. Let G be an algebraic group over a global field k. The kernel
of the natural map H1(k,G) →

∏
vH

1(kv, G) is the Tate–Shafarevich group of G,
denoted Sha(G). We say that G satisfies the Hasse principle if Sha(G) = 1.

Theorem 9.4.2. If G is an algebraic group over a number field, then Sha(G) is
finite.

Proof. �

The following is the Hasse principle for algebraic groups, due to Kneser, Harder
(who proved it for groups without E8 factors) and Chernousov (who completed the
E8 case) over number fields, and to Harder over function fields.

Theorem 9.4.3. If G is (connected and) simply connected or adjoint over a global
field, then Sha(G) = 1.

Proof. See [PR94, Theorems 6.6] for the number field case, and [PR94, Theorems
6.22] for the reduction of the adjoint case to the simply connected case. The proof
for number fields involves a difficult case-to-case analysis. For function fields, there
is a general proof due to Harder, [Har75]. �

Proposition 9.4.4. If G is a connected algebraic group over a global field k, then
H1(k,G)→

∏
v|∞H1(kv, G) is surjective.

Proof. See [PR94, Proposition 6.17]. �

9.5. Other chapters

(1) Introduction
(2) Basic Representation Theory

(3) Representations of compact
groups
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CHAPTER 10

Representations of reductive groups over local
fields

[This chapter, especially the theory of asymptotics, is under construction and
has not been proofread. Some statements may be slightly imprecise.]

In this chapter, we discuss representations of a group of the form G(F ), when
F is a local (locally compact) field, and G is a reductive algebraic group over F .
We treat the Archimedean and non-Archimedean cases in parallel, highlighting
similarities. For economy of language, such a group will be called a “real or p-adic
reductive group” — the p-adic case including non-Archimedean local fields in equal
characteristic, F = Fq((t)). The “real” case includes the case when F = C — notice
that the complex structure plays no role in the representation theory, and we can
think instead of G(C) as ResC/RG(R). Everything in this chapter also applies to
finite central extensions of reductive groups of the form G(F ), like the metaplectic
group, which are not necessarily algebraic; however, the notation is mostly adapted
to the algebraic case. When it is clear from the context, the group G(F ) will
simply be denoted by G. If the word “reductive” is omitted, a “real group” will be
a Lie group, and a “p-adic group” will be a p-adic analytic group (although most
statements will be true for arbitrary totally disconnected, locally compact groups,
in this case).

Remark 10.0.1. A common misunderstanding, when G = G(C) is a complex
group, and (π, V ) is a smooth complex representation of G, is that the (complex)
Lie algebra g acts by complex-linear endomorphisms on V ; it does not! Instead, G
should be treated as a real Lie group; for any smooth, complex representation of a
real Lie group, we have an action of the complexified Lie algebra g ⊗R C on V by
complex-linear automorphisms.

10.1. Various categories of representations

10.1.1. Smooth and SF-representations. The notion of a continuous, in par-
ticular of a Banach representation of a topological group was introduced in Defi-
nition 2.2.1. We also introduced an F -representation (or Fréchet representation of
moderate growth) in Definition 2.6.1, which is a Fréchet representation that is a
countable limit of Banach representations.

Definition 10.1.2. A smooth vector in a representation (π, V ) of a real or p-adic
group, resp. an analytic vector, in the real case, is a vector v ∈ V such that the
action map G 3 g 7→ π(g)v ∈ V is smooth (resp., analytic).1 In particular, in the

1In the p-adic case, “smooth” means locally constant, so the definition is equivalent to re-
quiring that v have an open stabilizer.

127
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real case, for a smooth vector v and any element D of the universal enveloping
algebra U(gC), the element π(D)v is defined.

The space of smooth vectors of a representation (π, V ) is denoted by V∞, and
considered as a topological space, in the p-adic case with the direct limit topology
over the subspaces V J as J varies over open compact subgroups, and in the real
case with the topology of convergence of all π(D)v, where D ranges over elements
of the universal enveloping algebra U(gC).

A smooth representation (π, V ) is a representation such that V = V∞ as topo-
logical vector spaces.

An SF-representation, or smooth representation of moderate growth of a real or
p-adic group G is a smooth F-representation.

Lemma 10.1.3. If V is a Fréchet representation of a Lie or p-adic group G, the
subspace V∞ of smooth vectors is dense.

Proof. By Proposition 2.3.3, the algebra M∞c (G) of smooth, compactly supported
measures (= smooth, compactly supported functions times a Haar measure) acts
on V . The image of the action is clearly in V∞, and by an approximation of the
identity, one sees that the image is dense. �

A much stronger, and important, statement is true: the Dixmier–Malliavin
theorem states that the image of the action of M∞c (G) is all of V∞:

Theorem 10.1.4. Let V be a Fréchet representation of a Lie group or p-adic group
G. The action map

M∞c (G)⊗ V → V∞

is surjective.

Notice that the tensor product here is not completed! The theorem means that
every smooth vector can be written as a finite linear combinations of smooth, com-
pactly supported measures acting on other vectors. (Also, without loss of generality,
one might assume that V = V∞, if desired.)

Proof. The p-adic case is trivial, since every J-invariant vector (where J is an open
compact subgroup) is fixed by the action of eJ = the probability Haar measure on
J . The real case is the theorem of Dixmier–Malliavin, see [DM78], or [Cas11]. �

Remark 10.1.5. Outside of the realm of F-representations (Fréchet representa-
tions of moderate growth), the notion of smooth representation leads to counter-
intuitive examples, e.g., the space of distributions on a Lie group G is a smooth
representation. We will only be considering smooth Fréchet representations of mod-
erate growth from now on.

Lemma 10.1.6. If V is an F-representation of a real group, then V∞ is an SF-
representation.

Proof. First of all, notice that the topology on V∞ is also given by a countable
set of G-continuous seminorms: If ρn is a sequence of G-continuous seminorms
on V , definining its topology, and we fix, for every d ≥ 0, a basis (Dd,i)i of the
d-th filtered part of the universal enveloping algebra U(gC), then the seminorms
ρd,n(v) = maxi ρn(Dd,iv) define the topology on V∞ as n and d vary, and are
G-continuous, because ρd,n(gv) = maxi ρn(g · Ad(g−1)(Dd,i)v) � ρd,n(v) (locally
uniformly in G), since the adjoint representation preserves the filtration.
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The content of the lemma, then, is that the topological vector space V∞ is
complete. One shows that the action map g 7→ π(g)v gives rise to a morphism
V∞ → C∞(G,V ), where G acts by the right regular representation on C∞(G,V ),
and that this is an isomorphism onto the closed subspace C∞(G,V )G of functions
that are invariant under the simultaneous action: g · f(x) := π(g)f(g−1x). �

10.1.7. Unitary representations. Unitary representations have been introduced
in §2.7. Their Plancherel decomposition was discussed in §2.8. Here, we will just
add the uniqueness of the Plancherel decomposition, for reductive real or p-adic
groups. [LATER]

10.1.8. (g,K)-modules. Topological representations of Lie groups do not form
an abelian category. This is sometimes cumbersome; to make the theory more
algebraic, we sometimes work with (g,K)-modules.

Definition 10.1.9. Let g be a complex Lie algebra, and H a Lie group, with
an embedding hC ↪→ g, and a representation Ad : H → GL(g), extending the
adjoint action on hC, whose differential coincides with the adjoint action of h ⊂ g.
(For example, g is the complexified Lie algebra of a Lie group containing H.) A
(g,K)-module is a vector space V with actions of both g and H, such that:

(1) the action of H is locally finite;
(2) the differential of the action of H coincides with the action of h, considered

as a subalgebra of g;
(3) h ·X · h−1 · v = Ad(h)(X) · v, for all h ∈ H, X ∈ g, v ∈ V .

This notion is most often (but not exclusively!) used when H = K is a maximal
compact subgroup of a Lie group G (with complexified Lie algebra g).

Lemma 10.1.10. Let (π, V ) be a representation of a Lie group G, and H ⊂ G a
subgroup. The subspace VH-fin of H-finite vectors is stable under the action of gC.

Proof. For every v ∈ VH-fin, the image of the action map g ⊗ span(Hv) → V is
finite-dimensional, and contains the element h ·X · v for all X ∈ g and h ∈ H, since
h ·X · v = Ad(h)(X) · h · v. �

Recall also from Theorem 3.4.4 that if H = K is compact, and the representa-
tion is Fréchet, the space of K-finite vectors is dense.

Definition 10.1.11. Let G be a reductive Lie group, and K ⊂ G a maximal
subgroup; use g to denote the complexified Lie algebra of G. The (g,K)-module of
a Fréchet representation (π, V ) of G is the (g,K)-module V∞K-fin of K-finite smooth
vectors in V .

Two representations V1, V2 are said to be infinitesimally equivalent if their
(g,K)-modules are isomorphic.

Remark 10.1.12. Infinitesimal equivalence captures more of the essence of rep-
resentation theory than isomorphisms of representations. For example, all Banach
representations Lp(R×) (p ≥ 1) of the group R× are infinitesimally equivalent, al-
though they are not isomorphic as topological vector spaces. On the other hand,
the “globalization” theorem of Casselman and Wallach [Cas89, Wal92, BK14])
says that any finitely generated, admissible (see Definition 10.1.15) (g,K)-module
admits a unique “globalization” to a smooth Fréchet representation of moderate
growth. The proof of this theorem relies on the subrepresentation theorem (see
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Theorem 10.4.5), realizing irreducible (g,K)-modules as submodules of paraboli-
cally induced representations.

Lemma 10.1.13. If V is a Fréchet representation of a reductive Lie group G, and
K ⊂ G a maximal subgroup, its (g,K)-module V∞K-fin is dense in V . In particular,

if the (g,K)-module V∞K-fin is irreducible, so is V .

Proof. This follows from Lemma 10.1.3 and Proposition 3.4.5. �

The converse is true in the category of admissible representations (Theorem
10.1.20).

10.1.14. Admissibility.

Definition 10.1.15. A (g,K)-module (π, V ) (in the real case), or a smooth K-
module V (in the p-adic case) is called admissible if all irreducible representations
of K appear with finite multiplicity, i.e., dim HomK(τ, V ) <∞ for every irreducible
representation τ of K.

A (topological) representation (π, V ) of a real or p-adic reductive group G
is admissible if the (g,K)-module (resp. K-module, in the p-adic case) V∞K-fin is
admissible. Here, K is any maximal compact subgroup of G, in the real case, and
any compact open subgroup of G, in the p-adic case.

Remark 10.1.16. The property of being admissible, for a representation of G,
does not depend on the choice of K; indeed, in the real reductive case, all Cartan
subgroups are conjugate, by Theorem 8.6.6. In the p-adic case, the independence
follows from the lemma below.

Lemma 10.1.17. In the p-adic case, a representation (π, V ) is admissible if and
only if, for every compact open J ⊂ G, we have dimV J <∞.

Proof. First of all, observe that V∞K-fin = V∞ for every compact open K ⊂ G.
If a (smooth) irreducible representation τ of K appears with infinite multiplic-

ity, then, obviously, dimV J =∞ for all J with τJ 6= 0.
Vice versa, given K, for every open compact J ⊂ K, the set of (isomorphism

classes of) irreducible representations τ of K with τJ 6= 0 is finite. Indeed, to prove
this claim, we can replace J with the intersection of all its K-conjugates, which
is still open and compact, but also normal. Then, if τJ 6= 0 and τ is irreducible,
we have τ = τJ , hence τ is an irreducible representation of the finite group K/J ,
and there are only finitely many such. Thus, admissibility according to Definition
10.1.15 implies that V J is finite-dimensional, for every J . �

Definition 10.1.18. The contragredient of a (g,K)-module V , in the real case, or
a smooth G-representation V , in the p-adic case, is the (g,K)-module, resp. smooth

G-representation Ṽ := (V ∗)K-fin of K-finite vectors in the linear dual of V .

Lemma 10.1.19. Assume that V is an admissible (g,K)-module V , in the real

case, or an admissible smooth G-representation, in the p-adic case. Then, ˜̃V = V .
If V is irreducible, any automorphism of V (as a (g,K)-module, resp. as a

G-representation) is scalar.

Proof. The module is a direct sum over itsK-types, and those are finite-dimensional.
The contragredient, as a representation of K, will be the direct sum of the duals,
and any automorphism preserves the isotypic spaces. The result, now, follows easily
from the finite-dimensional case. �
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The converse to Lemma 10.1.13 holds, for admissible representations:

Theorem 10.1.20. If V is an irreducible admissible Fréchet representation of
moderate growth of a reductive Lie group G, its (g,K)-module is irreducible, and
all K-finite vectors are automatically analytic (in particular, smooth).

Proof. First of all, since V∞K-fin is dense (Lemma 10.1.13) in V , it is also dense in
VK-fin. For any K-type τ , there is a measure µτ on K whose action on any Fréchet
module is a projection onto the τ -isotypic component. Therefore, the τ -isotypic
subspace V∞,τ is dense in V τ . But the former is finite-dimensional, therefore the
two coincide, i.e., every K-finite vector is smooth.

Suppose that V0 ⊂ VK-fin is a nonzero (g,K)-submodule. We claim that the
closure of V0 is G-stable. This requires the “big hammer” of elliptic regularity to
prove, so we only give a couple of steps, followed by references.

First, we notice that the action of the center z(g) of the universal enveloping
algebra of the (complexified) Lie algebra g on VK-fin is locally finite: indeed, it
preserves the finite-dimensional, K-isotypic subspaces.

Elliptic regularity, now, implies that all vectors in VK-fin are analytic; see
[Wal88, 3.4.9].2 And, the closure of a g-stable subspace of analytic vectors in
V is stable under the identity component of G: simply apply the exponential map
gR → G, whose image generates the identity component.

Since V0 is not only g-stable, but also K-stable, and K meets all connected
components of G, V0 is G-stable. Since V is irreducible, V0 is dense. But, again,
applying projectors to the K-types, this means that for any K-type τ , the τ -isotypic
subspace V τ0 is dense in V τ . Since these spaces are finite-dimensional, V τ0 = V τ for
all τ , hence V0 = VK-fin. �

10.2. Schwartz and Harish–Chandra Schwartz spaces

10.2.1. Schwartz space defined by a scale function. We follow [BK14, §2].

Definition 10.2.2. A scale on a locally compact group G is a function s : G→ R+

such that:

• s and s−1 are locally bounded,
• s is submultiplicative, i.e., s(gh) ≤ s(g)s(h) for all g, h ∈ G.

A scale function s′ dominates a scale function s, if there exist positive constants
C,N such that s ≤ Cs′N . They are equivalent if each dominates the other.

A scale structure on G is an equivalence class of scale functions.

In other words, a scale function is the exponential of a radial function, Definition
2.5.1.

In 2.5.2 we saw the “natural radial function” rnat (and hence its exponential,
the “natural scale function” snat, denoted ‖g‖ there) of a compactly generated
group; recall that rnat(g) counts how many times we need to multiply a compact
generating neighborhood of the identity by itself in order to produce a set containing
g.

2In Wallach’s book, the argument is formulated for representations on Hilbert spaces, but

it holds verbatim for Banach spaces, and hence for Fréchet representations of moderate growth.
Note that a function G→ V , where V is a Banach space, is (real) analytic iff it is weakly analytic,

i.e., iff its composition with any continuous functional v∗ : V → C is analytic.
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Definition 10.2.3. Let G be a group equipped with a scale structure [s] (Definition
10.2.2), with associated radial function r = log s. The associated Schwartz space
S[s](G) is the space of smooth vectors in the left and right regular F-representation

on measures f on G which satisfy f · sn ∈ L1(G) for all n ∈ N.
The natural Schwarz space Snat(G) is the one defined by the class of natural

scale functions.

Equivalently, the natural Schwartz space is the space of smooth vectors in the
space of rapidly decaying measures of Definition 2.5.6.

Example 10.2.4. For the additive group G = Ga(F ), we have Snat(G) = the
Schwartz space of smooth functions (times a Haar measure) which, together with
their derivatives (in the real case), are of superexponential decay. On the other
hand, for G = Gm(F ), they coincide with smooth functions f (times a Haar mea-
sure) such that f(x) · |x|n is bounded for all n ∈ Z, and similarly for all derivatives
(in the real case).

Remark 10.2.5. There is some clumsiness in trying to deal with the real and
p-adic cases at the same time, which is due to the fact that the notion of “smooth”
in the p-adic case is not quite analogous to that of “smooth” in the real case; for
example, smooth vectors in an F-representation of a p-adic group do not produce
Fréchet spaces. There is a notion of “almost smooth” vectors in the p-adic case,
which is a better analogy to “smooth” in the real case, see [Sak13], but it is not
very useful in practice. Because of the strong definition of smoothness (=local
constancy), and because we tend to forget about the topology on spaces of smooth
vectors of representations of p-adic groups, the “rapid decay” Schwartz spaces that
we are defining here are not suitable for p-adic groups; in the next subsection, we
will discuss algebraically defined Schwartz spaces using compactifications, where the
definitions in the real and p-adic cases coincide, and produce compactly supported
functions/measures in the p-adic case. [But, note for the future: Maybe we can
expand the notion of SF-representation to the p-adic case, to include the LF-spaces
of smooth vectors in an F-representation; or, include a full discussion of “almost
smooth” vectors, for the sake of uniformity.]

Proposition 10.2.6. Let G be a real Lie group. The categories of smooth Fréchet
representations of moderate growth of G, and of nondegenerate continuous algebra
representations of Snat(G) on Fréchet spaces, are equivalent.

Proof. If (π, V ) is any F-representation, the action of G extends to a continuous
representation of the algebra of rapidly decaying measures by Proposition 2.5.7, in
particular, to the natural Schwartz space.

A theorem of Dixmier and Malliavin [DM78] states that, if (π, V ) is a smooth
Fréchet representation of a real Lie group G, then the action map M∞c (G)⊗V → V
is surjective. Hence, so is the map Snat(G)⊗ V → V , i.e., V is nondegenerate.

Vice versa, if V is a nondegenerate continuous Fréchet Snat(G)-module, that
is, it is nondegenerate and the action map Snat(G) × V → V is continuous, this
action extends to the projective tensor product Snat(G)⊗̂πV → V , which is also a
Fréchet space, and this gives a topological identification of V as a quotient of the
projective tensor product. Quotients of SF-representations are SF-representations,
see [BK14, Lemma 2.9 and Proposition 2.20] for more details. �
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10.2.7. Schwartz space of a semi-algebraic manifold. If G denotes the points
of a linear algebraic group over a local field, we also define another scale function,
that depends on the algebraic structure. (The same definition can be given for
finite covers thereof, by passing to the algebraic quotient.)

Definition 10.2.8. Let G be a linear algebraic group, and fix a closed embedding
G ↪→ Ar, with coordinates x1, . . . , xr. The corresponding algebraic scale function
of G(F ), where F is a local field, is

salg(g) = max
i
|xi(g)|.

It is easy to prove that any two algebraic scale functions are equivalent.

Lemma 10.2.9. If G is a reductive group, the natural and algebraic scale functions
on G are equivalent.

Proof. The statement is easily seen to be true for a torus. For a general reductive
group, it reduces to the case of tori by the Cartan decomposition G = KA+K. �

This leads to a notion of “algebraic Schwartz space” according to Definition
10.2.3, but in the p-adic case we would like a stricter definition that coincides with
the space of compactly supported smooth measures. In this subsection, we will pro-
vide a uniform such for arbitrary real or p-adic (smooth) varieties (or semialgebraic
spaces).

[Definition of Schwartz space S(X) on a Nash manifold X here. In the p-adic
case, it coincides with M∞c (X). In particular, in the p-adic group case, S(G) =
H(G) = the Hecke algebra.]

Proposition 10.2.10. For both real and p-adic reductive groups, there is an equiv-
alence of categories between SF-representations (in the real case), or smooth repre-
sentations without topology (in the p-adic case), and nondegenerate S(G)-modules.

Proof. In the real case, this is just Proposition 10.2.6, together with the equiva-
lence of natural and algebraic scale structures, Lemma 10.2.9.

In the p-adic case, the proof is similar (but simpler). Notice that the analo-
gous statement holds, more generally, for any locally compact, totally disconnected
group. �

10.2.11. Harish-Chandra Schwartz space. We follow [Ber88]. We start by
defining a notion of radial function for a homogeneous space of a locally compact
group; everything in this section applies to a finite union of homogeneous spaces,
as well.

Definition 10.2.12. Let X be a homogeneous space for a locally compact group
G. A radial function is a locally bounded function rX : X → R+, such that:

(1) for every R ∈ R+, the “ball” B(R) = {x ∈ X|rX(x) ≤ R} is relatively
compact in X;

(2) for any compact Ω ⊂ G, there is a constant C > 0 such that |rX(gx) −
rX(x)| < C.

We say that rX , r′X are two equivalent radial functions if there is a constant C such
that C−1(1 + rX) ≤ (1 + r′X) ≤ C(1 + rX).

We say that the space X is of polynomial growth (with respect to a given
equivalence class of radial functions) if there is a d ≥ 0 such that, for one (any)
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compact neighborhood Ω of the identity in G, and some positive constant C, the
ball B(R) can be covered by ≤ C(1 +Rd) orbits of Ω.

The equivalence class of natural radial functions on X is the equivalence class
of the function rX(x) = inf{r(g)|x0 · g = x}, where r is a natural radial function
on G, and x0 is some fixed point on X.

Now we assume that X is a homogeneous real or p-adic manifold, of polynomial
growth, under the action of a real or p-adic group G, or a finite union of such. [Fact,
to be added: the space X(F ) of points of a spherical G-variety X over a local field
F , under the action of the group G(F ), are such.]

Definition 10.2.13. Let X be a homogeneous real or p-adic manifold, under the
action of a real or p-adic group G, of polynomial growth with respect to the natural
scale. The Harish-Chandra–Schwartz space ofX is the space C(X) of smooth vectors
in the Fréchet space of half-densities f on X with f ∈ lim←

d>0
L2(X, (1 + r)d), where

r is a natural scale function on X.

The notation L2(X, (1 + r)d) stands for the Hilbert space of half-densities f
with norm equal to the square root of

∫
X
|f |2(1 + r)d.

Remark 10.2.14. The space C(X) is a nuclear Fréchet space, in the real case, and
a countable direct limit over the nuclear Fréchet spaces of J-invariants, as J ranges
over a basis of open compact subgroups, in the p-adic case.

Remark 10.2.15. If X has an invariant measure dx, or, more generally, a positive
G-eigenmeasure with (positive) G-eigencharacter η, one can think of half-densities

as functions, by dividing by (dx)
1
2 , but the action of G on those functions is twisted

by the square root of η, that is:

(10.2.15.1) (g · Φ)(x) = η
1
2 (g)Φ(x · g).

In other words, if F(X) denotes functions and D(X) denotes half-densities,

division by (dx)
1
2 defines an equivariant isomorphism D(X)

∼−→ F(X)⊗ η 1
2 .

For example, consider the pre-flag variety X = U\G0, where U ⊂ P ⊂ G0 is
the unipotent radical of a parabolic subgroup. Considering it as a homogeneous
space for the product G = L×G0, where L is the Levi quotient of P , it possesses
G-eigenmeasure, which is invariant under G0, but δP -equivariant under L, where
δP is the modular character of P . Thus, half-densities on X can be identified (after
a choice of such a measure, unique up to scalar), with functions on X, with the
action of L on the latter twisted by δP .

Definition 10.2.16. The space of tempered half-densities on X is the dual of the
topological vector space C(X). If a G-eigenmeasure dx on X is chosen (always to

be taken G-invariant, if possible), the dual of the space (dx)−
1
2 C(X) of Harish-

Chandra–Schwartz functions is the space of tempered measures, and the dual of the
space (dx)

1
2 C(X) of Harish-Chandra–Schwartz measures is the space of tempered

generalized functions.
The space of tempered smooth half-densities (and, correspondingly, functions or

measures in the presence of an eigenmeasure) is the space of smooth vectors in the
contragredient of the F-representation

⋂
d L

2(X, (1 + r)d) (Definition 2.6.5), that
is, in the direct limit of Hilbert spaces lim→

d>0
L2(X, (1 + r)d).

Here is the main result of [Ber88]:
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Theorem 10.2.17. The inclusion C(X) ↪→ L2(X) is fine; that is, for any mor-
phism from L2(X) to a direct integral H =

∫
Hzµ(z) of Hilbert spaces, the compo-

sition C(X)→ H is pointwise defined (Definition 2.8.12).

Proof. This is [Ber88, Theorem 3.2], applied to the setting of [Ber88, §3.5, 3.7].
�

Definition 10.2.18. An admissible smooth representation π of a real or p-adic
reductive group is called tempered if its matrix coefficients are tempered, i.e., have
image in the space C∞temp(G) of smooth, tempered functions (Definition 10.2.16).

More generally, if X is a homogeneous G-space of polynomial growth, a mor-
phism ` : π → C∞(X) is called tempered if the image lies in C∞temp(X).

10.3. Asymptotics

10.3.1. General setup. When X = H\G is a homogeneous G-space, and π a
smooth representation of G, a morphism m : π → C∞(X) is sometimes called a
generalized matrix coefficient ; the reason is that any such morphism is equivalent
(by Frobenius reciprocity) to an H-invariant functional `, so m(v)(x) = 〈π(g)v, `〉
is a “matrix coefficient”, where the covector ` is allowed to be non-smooth. In
this section, we compare generalized matrix coefficients of certain representations
of G on a spherical variety X, with generalized matrix coefficients on the boundary
degenerations.

There are similarities, but also differences, between the real and p-adic cases.
The main difference, in the real case, is that we need to restrict to admissible
modules. (A general theory of asymptotics for smooth representations would be
very desirable, but has not yet been developed! The naive tranlation of statements
from the p-adic to the real case does not hold, in general.)

For the remainder of this section, G is a real or p-adic reductive group, and K
is a maximal compact subgroup, if G is real. We compare generalized matrix coeffi-
cients on X and XΘ by choosing some reasonable (but noncanonical) identification
of the spaces “close to infinity”:

Definition 10.3.2. Let Z be the closure of a G-orbit in a toroidal embedding X̄
of X. An approximate exponential map is an analytic map φ : UZ → X̄(F ), where
UZ is a neighborhood of Z in the F -points of the normal bundle NZX̄, with the
property that the partial differential of φ induces the identity between on the normal
bundle, and φ maps the intersection of every G-orbit with UZ to the corresponding
G-orbit on X̄. The exponential bundle ExpZX̄ over Z is the fiber bundle of germs,
over Z, of approximate exponential maps.

Note that ExpZX̄ is a torsor for the group bundle ExpZNZX̄ of germs of
approximate exponential maps from the normal bundle to itself (defined the same
way).

Proposition 10.3.3. Assume that F is non-Archimedean. Using the notation of
Definition 10.3.2, let φ : UZ → X̄(F ) be an approximate exponential map for some
orbit closure Z ⊂ X̄. Then, given an open compact subgroup J ⊂ G, there is a J-
invariant neighborhood U ′Z ⊂ UZ of Z, with J-invariant image U ′X ⊂ X̄(F ), such
that φ descends to a bijection: U ′Z/J → U ′X/J . Moreover, any two approximate
exponential maps descend to the same bijection, if the neighborhood U ′Z is taken
sufficiently small.
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Proof. See [SV17, Proposition 4.3.1]. The reader is encouraged to check it directly
in the baby case of X̄ = A1, Z = {0}, G = Gm. �

Now, the normal bundle to Z contains some open G-orbit, which we have called
the boundary degeneration; let’s denote it by XΘ. This proposition implies that, for
any J-invariant functions f , fΘ on X and XΘ, respectively, there is a well-defined
notion of the functions being asymptotically equal:

Definition 10.3.4. Assume that F is non-Archimedean. Let X be a spherical
variety, and XΘ an asymptotic cone thereof, obtained as the open G-orbit in the
normal bundle of some orbit Z in a toroidal embedding. If f ∈ C∞(X), fΘ ∈
C∞(XΘ), we say that f is asymptotically equal to fΘ, written f ∼ fΘ, if there
is an approximate exponential map φ : UZ → X̄(F ) (Definition 10.3.2), where
UZ is a neighborhood of Z, such that, after possibly replacing UZ by a smaller
neighborhood, φ∗f |UZ = fΘ|UZ .

Notice that, by Proposition 10.3.3, this notion does not depend on the choice
of approximate exponential.

In the real case, things are finer, since smooth functions are not locally constant.
Therefore, any such attempt to identify f and fΘ will depend on the choice of
approximate exponential. Instead of looking at arbitrary smooth functions, here,
we will restrict our attention to “functions that look like generalized characters” (of
the tori AΘ) at infinity—we will call such functions “asymptotically finite”. The
following baby example captures the essence of such functions:

Example 10.3.5. Let X̄ = A1 ⊃ X = A1 r {0}, over F = R. Let Z = {0}; then,
NZX̄ = A1. Here, we want to think of X̄ simply as a variety (without a group
action), while NZX̄ has a Gm-action. Any analytic map φ : UZ → R, where UZ is
a neighborhood of zero, fixing zero and inducing the identity on its tangent space,
is an asymptotic exponential. Explicitly, such a φ is given by a power series of the
form φ(x) = x+

∑∞
n=2 anx

n, convergent within some radius.
An “asymptotically finite” function f on X is a function with the property

that φ∗f =
∑
λ fλ · hλ, a finite sum indexed by characters of the multiplicative

group, where fλ is a generalized Gm-eigenfunction with generalized eigencharacter
λ, and hλ ∈ C∞(UZ). The reader should check [exercise!] that this notion does not
depend on the choice of approximate exponential φ.

Definition 10.3.6. Let F be real or non-Archimedean, and let X be a spherical
variety over F . An asymptotically finite function on X is a smooth function f
with the property that, for some toroidal compactification X̄, in a neighborhood of
any point z ∈ X̄ (belonging to a G-orbit Z whose normal bundle is the boundary
degenerationXZ), and for any approximate exponential φ defined in a neighborhood
U of z, the function φ∗f , restricted to a neighborhood U ′ ⊂ U of z, is equal to

(10.3.6.1)
∑
λ

fλ · hλ,

a finite sum indexed by characters of AZ , where fλ is a generalized AZ-eigenfunction
with generalized eigencharacter λ, and hλ ∈ C∞(U ′).

We let FinZ(X̄) denote the bundle of germs, over a G-orbit Z, of asymptotically
finite functions defined in a neighborhood of Z in X̄, and call the image (germ) of
such a function f in FinZ(X̄) the asymptotic expansion of f at Z. Equivalently, if
FinZ(NZX̄) denotes the space of germs, at Z, of functions of the form (10.3.6.1)
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defined in a neighborhood of Z in NZX̄, the asymptotic expansion of f is the
induced map

ExpZ(X̄)→ FinZ(NZX)

from germs of approximate exponential functions (see Definition 10.3.2), which is
equivariant for the group bundle ExpZ(NZX̄).

The characters λ in an expansion (10.3.6.1) will always be assumed to be such
that no quotient of two of them extends to a smooth function on U ′. Under that
assumption, the dominant term of an asymptotically finite function of the form
(10.3.6.1) is the sum fZ =

∑
λ fλ ∈ C∞(U ′); when U ′ contains the entire orbit

of z, fλ extends uniquely as a generalized AZ-eigenfunction to XZ , and we will
consider the dominant term as a function on XZ . (This depends on the orbit of z,
not just the isomorphism class of XZ !) We write f ∼ fZ to indicate that fZ is the
dominant term of f .

Remark 10.3.7. Notice that, in the non-Archimedean case, the functions hλ in
the asymptotic expansion (10.3.6.1) are not needed, since they are constant in a
neighborhood of z; hence, an asymptotically finite function is exactly equal to an
AZ-eigenfunction in a neighborhood of z.

Lemma 10.3.8. The dominant term fZ of an asymptotically finite function along
a G-orbit is independent of the choice of an approximate exponential function used
to define it.

Proof. [Easy; will be added.] �

In the real case, asymptotically finite functions with respect to a given com-
pactification X̄, set E of “exponents” λ, and bounded degree for the generalized
eigenfunctions fλ have a natural structure of a Fréchet space. [Details are left to
the reader, for now.]

Remark 10.3.9. The following is expected to be true for every spherical variety:
Expected theorem:
Let X denote the points of a homogeneous spherical G-variety, and let XΘ be

a boundary degeneration.
If π is any smooth representation of G, in the p-adic case, and an admissible SF
representation of G, in the real case, then for any morphism ` : π → C∞(X), there
is a unique morphism `Θ : π → C∞(XΘ), such that `(v) ∼ `Θ(v) for all v ∈ π. (In
particular, in the admissible case, `(v) is asymptotically finite.)

In fact, one can make a stronger statements, where the neighborhood of infinity,
or the rate of convergence of asymptotic expansions, is determined by a compact
open subset by which v is invariant, resp. a continuous seminorm of v. This theorem
has not appeared in the literature in complete generality. In the next subsections
we will formulate (some of) the cases that are known.

10.3.10. Asymptotics in the non-Archimedean case.

Theorem 10.3.11. Let X denote the points of a homogeneous spherical G-variety
over a non-Archimedean field, and let XΘ be a boundary degeneration. Under the
following assumptions:

• G is split and X is of wavefront type (see [SV17, §2.1]), OR
• X is symmetric,
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the following is true: There is a unique morphism

eΘ : S(XΘ)→ S(X)

with the property that, whenever XΘ is realized in the normal bundle of an orbit Z
in a smooth toroidal compactification of X, and φ is an approximate exponential
map (Definition 10.3.2), for every open compact subgroup J there is a J-stable
neighborhood U ′Z of Z as in Proposition 10.3.3— in particular, φ induces a bijection
U ′Z/J = U ′X/J , where U ′X is the image of U ′Z in X— such that, for f ∈ S(U ′Z)J ,
eΘ(f) = φ∗(f), its pushforward to U ′X/J through this identification.

In particular, the adjoint morphism e∗Θ : C∞(X)→ C∞(XΘ) has the property
that e∗Θf |U ′Z = φ∗f |U ′Z , for every f ∈ C∞(X)J .

The theorem is expected to hold without these assumptions on X.
In particular, if ` : π → C∞(X) is any morphism of smooth representations, we

obtain the asymptotic morphism `Θ of the “Expected Theorem” of Remark 10.3.9
as `Θ = e∗Θ ◦ `.

Proof. See [SV17, Theorem 5.1.1] and [Del18, Theorem 1]. �

10.3.12. Asymptotics in the real case.

Theorem 10.3.13. (1) Let X = H, a (connected) reductive group over R,
under the G = H × H-action. Let τ be an admissible smooth Fréchet
representation of moderate growth of H, and τ̃ its contragredient. Then,
for every class P of parabolics in H, there exists a finite set E of AP -
exponents and a degree d, depending on τ , such that all matrix coefficients

fv,ṽ(g) := 〈τ(g)v, ṽ〉

are asymptotically finite with exponents λ ∈ E and degree bounded by d in
a neighborhood of P -infinty, and the map from τ⊗̂τ̃ to the corresponding

Fréchet space FinE,dP of asymptotic expansions is continuous.
In particular, considering only leading terms, there is a morphism

`P : τ⊗̂τ̃ → C∞(XP ) such that fv,ṽ ∼ `P (v ⊗ ṽ) in a neighborhood of
P -infinity.

Moreover, if `P = 0 (i.e., the matrix coefficients of τ are of rapid
decay), for any P , then τ = 0.

(2) Let X be any real spherical variety for a reductive group G, and π an
admissible representation with a tempered morphism ` : π → C∞temp(X),
and let XΘ denote a boundary degeneration, identified with the open G-
orbit in the normal bundle of some orbit in a toroidal compactification.
Then, there exists a tempered morphism `Θ : π → C∞temp(XΘ), an AΘ-
eigenfunction h on XΘ with real positive eigencharacter which is < 1 on
exp(a+

Θ), and a continuous seminorm q, such that, for any approximate
exponential map φ, |φ∗`(v) − `Θ(v)| ≤ h · q(v) in a neighborhood of Θ-
infinity.

Proof. For the group case, see [Wal88, 4.4]. For the tempered case, see [DKS19].
�

Definition 10.3.14. Let τ be an arbitrary smooth representation of a p-adic re-
ductive group H, or an admissible smooth representation of moderate growth of a
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real reductive group H. For every class P of parabolics in H, let HP be the cor-
responding boundary degeneration. The asymptotic matrix coefficient morphism
associated to P is the morphism

mP : τ⊗̂τ → C∞(HP ),

where mP = `P in the notation of Theorem 10.3.13, in the real case, and mP =
e∗P ◦m, where m is the matrix coefficient map, and e∗P : C∞(H)→ C∞(HP ) is the
asymptotics map of Theorem 10.3.11, in the p-adic case.

10.4. Consequences of the asymptotics

10.4.1. Supercuspidals.

Proposition 10.4.2. For an admissible smooth representation of a real or p-adic
Lie group H, the following are equivalent:

(1) The matrix coefficients of τ are of rapid decay (in the real case) or com-
pactly supported (in the p-adic case) modulo the center.

(2) The asymptotic matrix coefficient morphisms mP (Definition 10.3.14 are
zero for every class P of proper parabolics in H.

In particular, in the real case, if the matrix coefficients are of rapid decay
modulo the center, then τ = 0.

Proof. Follows immediately from Theorems 10.3.11 and Theorem 10.3.13, together
with the fact that, in the real case, if the asymptotic expansion at infinity is zero,
then the function is of rapid decay (modulo center). �

Definition 10.4.3. Let H be a p-adic reductive group. An irreducible admissible
representation τ of H is called supercuspidal if its matrix coefficients are compactly
supported modulo the center.

10.4.4. The subrepresentation theorem.

Theorem 10.4.5. Any irreducible admissible representation τ of a real reductive
group H, is infinitesimally equivalent to a submodule of an irreducible representa-
tion induced from a minimal parabolic; that is, there exists an irreducible (finite-
dimensional, necessarily) representation σ of the Levi quotient L of the minimal par-
abolic subgroup P of H, and an embedding of (g,K)-modules τK-fin ↪→ IP (σ)K-fin,

where IP (σ) = IndHP (σδ
1
2

P ) is the (normalized) induced representation.

Proof. This relies on the statement of Theorem 10.3.13, that the asymptotics of
matrix coefficients in any direction have to be nontrivial. In particular, for the min-
imal direction we have a non-zero map, which by irreducibility has to be an embed-
ding, τ ⊗ τ̃ → C∞(HP ) = IP×P−C

∞(L), whose image consists of AP -finite func-
tions. By projecting to an AP -eigenquotient of the image, we may assume that the
image is in an eigenspace, with respect to some character χ of AP . Notice that L/AP
is compact; hence, the space C∞(L/AP , χ) has a dense subspace of L-finite vec-
tors, which are spanned by matrix coefficients of irreducible representations. Thus,
restricting to K-finite vectors, there is an morphism (necessarily an embedding) of
(g,K)-modules (τ⊗ τ̃)K×K-fin ↪→ IP×P−(σ⊗ σ̃)K×K-fin = IP (σ)K-fin⊗IP−(σ̃)K-fin,
for some irreducible representation σ of L, and by fixing a vector in τ̃K-fin, we get
the embedding claimed in the theorem. �
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10.5. The Langlands classification

Definition 10.5.1. Let G be a reductive real or p-adic group, let P → L be a
parabolic subgroup with its Levi quotient, and let ν : L → C× be a character.
We will say that ν is P -dominant if log(ν) ∈ a∗,+P , and strictly P -dominant if

log(ν) ∈ a∗,+P . Here, a∗P = Hom(L,Gm)⊗R, log is the map that sends the absolute

value of an algebraic character to its image in a∗P , and a∗,+P , a∗,+P are those characters
which are non-negative (resp. strictly positive) on coroots α̌ corresponding to roots
in the unipotent radical of P , i.e., |ν(eα̌(x))| = |x|ε for some ε ≥ 0 (resp. ε > 0).

Equivalently, a∗P is identified with a subspace of a∗ (spanned by the F -rational

characters of the universal Cartan), and a∗,+P (resp. a∗,+P ) is just the corresponding
wall (resp., relative interior of the wall) of the dominant Weyl chamber.

Theorem 10.5.2 (The Langlands quotient theorem). Let G be a reductive real or
p-adic group, let P → L be a parabolic subgroup with its Levi quotient, and let τ be
an irreducible tempered representation of L. For any character ν : L→ C× which is
strictly P -dominant, the (normalized) induced representation IGP (τν) has a unique
irreducible quotient πP,τν , and every irreducible representation of G is of this form,
for a unique (up to conjugacy) pair (P, τν). Moreover, πP,τν is the image of the
standard intertwining operator MP−|P (τν) : IP (τν)→ IP−(τν).

Proof. [Later] �

Example 10.5.3. The trivial representation, for a quasisplit group, is equal to
π
B,δ

1
2

, where B is a Borel subgroup, and δ is its modular character.

Remark 10.5.4. The Langlands quotient theorem reduces the classification of
irreducible representations to the case of irreducible tempered representations, of-
fering an invaluable link between the “smooth” and the “L2 theory/Plancherel for-
mula” of irreducible representations. It is also supposed to be compatible with the
parametrization provided by the local Langlands conjecture: If φτ : Γ → LL and
φν : Γ→ LL are Langlands parameters for τ and ν (where Γ, here, denotes the ap-
propriate version of the Weil, or Weil–Deligne group), then φτ ·φν : Γ→ LL ↪→ LG
is a Langlands parameter for πP,τν . (Notice that φτ and φν commute, because ν is
a character.)

For example, the Langlands parameter (or rather, its projection to Ǧ) of the
trivial representation of a quasisplit group is given by Γ→ C× → Ǧ, where Γ→ C×
is the “cyclotomic”/absolute value character, and C× → Ǧ is given by e2ρ : Gm →
Ǎ ⊂ Ǧ (where Ǎ is the dual of the universal Cartan).

10.6. The Satake isomorphism

Definition 10.6.1. A reductive group over a local non-Archimedean field F is said
to be unramified if it is quasisplit, and splits over an unramified extension.

Proposition 10.6.2. For a connected reductive group G over F , the following are
equivalent:

(1) G is unramified (Definition 10.6.1);
(2) G admits a reductive model of the ring of integers o (i.e., a smooth model

with connected reductive geometric fibers).
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Moreover, the integral model over o is unique up to Gad(F )-conjugacy, that is, for
any two reductive o-groups G1, G2 with general fiber identified with G, there is an
isomorphism G1 ' G2 that restricts to an inner automorphism (over F ) on G.

[This proposition should be moved to the chapter on algebraic groups.]

Proof. For the direction from the second to the first, see [Con14, Corollary 5.2.14].
The opposite direction follows from the classification in terms of root data with
Galois actions. [To be added.] For the uniqueness, see [Con14, Theorem 7.2.16].

�

Definition 10.6.3. A hyperspecial subgroup of G(F ), where G is an unramified
connected reductive group over F , is a subgroup of the form K = G(o), where G is
a reductive integral model.

Hyperspecial subgroups are unique, up to conjugacy, for adjoint groups, as
follows from the uniqueness statement of Proposition 10.6.2. This does not need to
be true when G(F ) does not surject onto Gad(F ).

Proposition 10.6.4. A hyperspecial subgroup (Definition 10.6.3) is maximal.

Proof. [Omitted for now.] �

From now on, G will denote G(F ). Fix a hyperspecial subgroup K = G(o),
corresponding to an o-model G, and consider the integral unramified (“spherical”)
Hecke algebra H(G,K) of Z-valued, K-biinvariant functions on G. If we consider
them as functions on the discrete space G/K, using the counting measure on this
space we can identify them as measures, and this defines their convolution and,
more generally, their action on the K-invariant vectors of any representation V
(with arbitrary coefficients!). Explicitly, if v ∈ V K , the characteristic function of a
double coset KgK acts as

1KgK · v =
∑

γ∈[KgK/K]

γ · v.

The goal of this section is to establish the integral Satake isomorphism. For this
purpose, let Y be “the” full pre-flag variety of G over o, Y ' N\G, where N is the
unipotent radical of a Borel subgroup. We do not really choose a Borel subgroup,
but the choice of integral model matters, as it endows Y with a distinguished K-
orbit, equal to Y(o), that will serve as our base point. As for the group, will use Y
etc. to denote F -points. We let T ⊃ T0 denote the universal Cartan T = B/N , and
its maximal compact subgroup T0 = T (o); we reserve the letter A for the maximal
split torus in T .

We let S(Y/K) denote the space of Z-valued, compactly supported, K-invariant
functions on S. It is a module for H(G,K) (under the right action of G on Y ) and
for T (under the “left” action of T on Y ). To be clear, the action of an element
t ∈ T on functions is defined as translation by t, not t−1, and it is not normalized
by any modular character — which is not defined over Z: (t · f)(y) = f(ty); this
way, the center of G acts the same, whether it is considered as a subgroup of G or
of T .

Lemma 10.6.5. Every element of S(Y/K) is T0-invariant, hence the action of T
factors through the quotient T/T0; in particular, we have an action of the Hecke
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algebra H(T, T0). Under this action, S(Y/K) is a free module of rank one, and the
element e0 = 1Y(o) is a generator.

Proof. The Iwasawa decomposition [needs to be added] G = NTK shows that
G =

⊔
t∈T/T0

NtK, and in particular:

• every N\G/K-coset is left invariant by T0;
• the group T/T0 acts simply transitively on the cosets.

One of these cosets is equal (modulo N) to Y(o). �

Let Λ = T/T0. We start with the Satake isomorphism for tori:

Proposition 10.6.6. Let T be an unramified torus over F , and let A ⊂ T be the
maximal split subtorus. If $ ∈ F is a uniformizer, the map Λ := X∗(A) 3 λ 7→
λ($) ∈ A(F ) descends to an isomorphism X∗(A) ' T/T0.

Moreover, let Ť be the dual torus to T , understood as a group scheme over
Z, with an action of the unramified Galois group Γ = 〈σ〉, where σ denotes the
Frobenius element. Then, the dual Ǎ of A is the maximal torus quotient of Ť where
Γ acts trivially, and the natural maps induce isomorphisms of algebras

(10.6.6.1) Z[Ť σ]Ť = Z[Ǎ] = Z[Λ] = H(T, T0),

where the “coset” Ť σ is the space Ť equipped with the σ-twisted conjugation of Ť ,
xσ ·t = (t·σt−1)xσ (and the notation Z[·] is used both for group rings and coordinate
rings — it should be clear which is which).

Proof. Consider the quotient of algebraic group schemes over o:

1→ A→ T → T /A → 1.

Since A is split, this induces (by Hilbert 90) surjections at the level of F - and
Fq-points, hence (by smoothness) at the level of o-points. On the other hand, T/A
is anisotropic, and T/A(F ) = T /A(o). Therefore, T (F ) = A(F )T (o), and since

A(F ) ∩ T (o) = A(o), and A(F )/A(o) = Λ, this shows the bijection Λ
∼−→ T/T0.

For the coordinate rings, if Λ′ is the F̄ -cocharacter group of T , then the torus
A is spanned by the images of Galois-stable cocharacters, hence Λ = (Λ′)Γ. On
the dual side, the embedding Λ ↪→ Λ′ induces a morphism of dual tori Ť → Ǎ,
which identifies Ǎ with the quotient of Ť by the subtorus of all elements of the

form (t · σt−1), t ∈ Ť , hence Z[Ť σ]Ť = Z[Ǎ] = Z[Λ]. �

Now denote by tλ a representative for λ ∈ Λ = T/T0 in T , and let δλ =
1NtλK = t−1

λ · 1Y(o); thus, the elements δλ form a basis for S(Y/K). By Lemma
10.6.5, the action map H(T, T0) 3 h 7→ h · 1Y(o) identifies the spaces S(Y/K) and
H(T, T0) ' Z[Λ]; notice, however, that the characteristic function tλT0 in H(T, T0)
corresponds to δ−λ.

Theorem 10.6.7 (Satake isomorphism). Let S : H(G,K)→ H(T, T0) be the map
given by the action map H(G,K) 3 h 7→ h · 1Y(o) ∈ S(Y/K) and the identification
of S(Y/K) with H(T, T0) (again through the analogous action map), i.e., S(h) is
that element of H(T, T0) such that h · 1Y(o) = S(h) · 1Y(o). Then S gives rise to an
isomorphism of algebras:

(10.6.7.1) H(G,K) ' H(T, T0)Z ∩H(T, T0)W,•Q = Z[Λ] ∩Q[Λ]W,•,

where the •-action of the (relative) Weyl group W is defined by (w • f)(tλ) =
q〈λ,ρ−wρ〉f(tw−1λ) (where q is the degree of the residue field).
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Explicitly, the element h ∈ H(G,K), is mapped to the element of H(T, T0)
whose value at t is equal to

(10.6.7.2) h · 1Y(o)(Nt
−1) =

∫
G

h(g)1NK(Nt−1g)dg =

∫
N

h(tn)dn,

where the Haar measure on N gives volume 1 to N (o). The way that the Satake
isomorphism is usually defined in the literature is through the equation (10.6.7.2),

multiplied by δB(t)
1
2 (where δB is the modular character of the Borel subgroup), in

order to replace the •-action of W by the usual action of W — but this modification
is not defined over Z.

Notice also that, the characteristic function of tλT0 in H(T, T0) corresponds to
the element δ−λ of S(Y/K), image of the action map will be invariant under the
following Weyl group action on S(Y/K)Q:

(10.6.7.3) w • δλ = q〈λ,ρ−w
−1ρ〉δwλ.

Proof. First of all, we notice that the map S is a homomorphism of algebras,
because the actions of G and T on Y commute, and H(T, T0) is abelian: if hi ∈
H(G,K) and h′i ∈ H(T, T0) are such that hi ·1Y(o) = h′i ·1Y(o), then (h1h2) ·1Y(o) =
h1 · (h2 · 1Y(o)) = h1(h′2 · 1Y(o)) = h′2(h1 · 1Y(o)) = (h′2h

′
1) · 1Y(o) = (h′1h

′
2) · 1Y(o).

Next, we claim that the image lies in Q[Λ]W,•. We will present two proofs for
that, one of them only for the split case [but it can be generalized — to do].

The first proof, following [Car79], uses the explicit expression (10.6.7.2) of the
Satake transform as an integral, and replaces it by an orbital integral for the action
of G on itself by conjugacy. Namely, choose a lift of the quotient map B → T ,
thus identifying T as a subtorus of B. If t ∈ T is a regular element (i.e., has trivial
stabilizer under the action of the Weyl group), then we have the following formula:∫
N

h(tn)dn = |det(Adn(t−1)−1)|
∫
N

f(n−1tn)dn = |det(Adn(t−1)−1)|
∫
T\G

f(g−1tg)dg,

where Adn denotes the left adjoint action of T on the Lie algebra n, and the invariant
measure on T\G is normalized so that the total measure of K-orbits represented by
T\TN(o) is 1. This formula follows easily by considering the map N → tN given
by n 7→ n−1tn, and representing the measures as absolute values of volume forms;
at the last step, one uses the K-invariance of H to represent T\G by NK.

Hence, for w ∈ W and t a regular element in T (any class in T/T0 has such
representatives),∫

N
h(nwt)dn∫

N
h(nt)dn

=
|det(Adn(wt−1)− 1)|
|det(Adn(t−1)− 1)|

=

∣∣∣∣∣∏
α>0

1− e−w−1α(t)

1− e−α(t)

∣∣∣∣∣
=

∣∣∣∣∣ ∏
α>0,wα<0

1− eα(t)

1− e−α(t)

∣∣∣∣∣ =

∣∣∣∣∣ ∏
α>0,wα<0

eα(t)

∣∣∣∣∣ = |eρ−wρ(t)|,

which amounts to the stated invariance property. (We have not assumed G to
be split, for this calculation: the terms inside the absolute values are algebraic
functions, and therefore it is valid to manipulate them over the algebraic closure
— where all roots are defined.)

[Another proof with Fourier transforms to be added.]
Finally, we prove that the map H(G,K)→ Z[Λ] ∩Q[Λ]W,• is an isomorphism.

We will argue by identifying the space on the right (call it M) as a subspace of
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S(Y/K) — the •-action of W is given by (10.6.7.3). Notice that M is a free Z-
module with generators mλ, indexed by dominant cocharacters λ into A, given by
mλ =

∑
λ′∼λ qλ′δλ′ , where λ′ ∼ λ means that λ′ = wλ for some w ∈W , and in this

case we set qλ′ = q〈λ,ρ−w
−1ρ〉. We define a filtration of this module with respect to

the partial ordering by coroots, µ ≥ λ if µ−λ is a sum of positive coroots. Similarly,
H(G,K) has a basis consisting of the characteristic functions of the cosets Kt−λK
(with λ dominant, again), and we use it to define a filtration of H(G,K) indexed by
dominant weights. We claim that the map H(G,K)→M respects these filtrations:

FλH(G,K)→ FλM,

and that the generator of the λ-th graded piece, represented by the function 1KtλK ,
maps to the generator of the λ-th graded piece, represented by mλ. These state-
ments follow from the following fundamental fact:

For λ dominant, we have

(10.6.7.4) KtλK ⊂
⋃
µ≤λ

Ntµ ·K,

and KtλK ∩NtλK = N (o)tλK.

[The proof of this will be added together with the proof of the Cartan and
Iwasawa decompositions.]

This implies that 1Kt−λK ·δ0 = δλ+
∑
µ<λ cµ,λδµ for some coefficients cµ,λ ∈ N.

We leave it to the reader to check that this is equivalent to the claim.
�

10.7. Langlands parameters

Let G be a (connected) reductive group over a local field F . We will write G
for G(F ). The L-group and the C-group of G have been defined in Section ??. We
denote by ΓF the Galois group of F (of a fixed separable extension3), and byWF its
Weil group. For definitions, see [Tat79]. We only remind here that the Weil group
comes with isomorphisms WF /WE = ΓF /ΓE = Hom(E,F s) for every separable

extension E of F , and Wab
F
∼−→ F×, compatible with the isomorphism ΓF

∼−→ F̂×

(profinite completion) of class field theory. As in [Tat79], we will normalize the
isomorphism of class field theory so that a Frobenius element maps to the inverse
of a uniformizer, i.e., a geometric Frobenius element maps to a uniformizer. In
particular, we have a norm map | • | : WF → F× → R×+, sending a Frobenius
element to q: the degree of the residue field.

We also remind of the modification of the Weil group that is needed in order
to pass from l-adic to complex representations:

Definition 10.7.1. Let F be a non-Archimedean field. The Weil–Deligne group
W ′F is the semidirect product WF n Ga, with wxw−1 = |w|x for w ∈ WF and
x ∈ Ga. A representation of the Weil–Deligne group over a field E of characteristic
zero is a pair (ρ,N) consisting of a representation of WF with open kernel on a
finite-dimensional vector space V over E, and a nilpotent endomorphism N of V ,
satisfying ρ(w)Nρ(w)−1 = |w|Ṅ .

3See Remark 8.4.3: it is better not to fix a separable extension, and to translate these
definitions to sheaves over the étale site of F .
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The “open kernel” condition is the important one here; it makes irrelevant the
topology of GLE(V ). The Weil–Deligne group is a convenient way to de-topologize
the l-adic representations of the Weil group that show up “in nature” (in étale
cohomology), and translate them among different l’s, or to the complex numbers:

Proposition 10.7.2. Let l be a prime different from the residual characteristic p
of (a non-Archimedean field) F , and let E be a finite extension of Ql. There is a
canonical bijection between isomorphism classes of (continuous) finite-dimensional
E-representations φ :WF → GL(V ) and representations (ρ,N) of the Weil–Deligne
group over E (Definition 10.7.1), characterized by the property that

(10.7.2.1) φ(Φσ) = ρ(Φσ) exp(tl(σ)N),

for some Frobenius element Φ ∈ WF , any element σ of the inertia subgroup, and tl
a choice of isomorphism of the pro-l-quotient of (tame) inertia with Zl.

Recall that the tame inertia quotient is generated by n-th roots of a uniformizer,

for (n, p) = 1, and is isomorphic (up to a choice of topological generator) to Ẑp =∏
l 6=p Zl.

Proof. See [Tat79, §4.2] for references. �

Definition 10.7.3. A Langlands parameter into the L-group of G is a morphism
W ′F → LG over Γ.

The local Langlands conjecture posits the existence of a canonical finite-to-one
map:

{irreducible admissible representations of G}/ ∼→ {Langlands parameters into LG}/ ∼ .
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CHAPTER 13

The automorphic space

13.1. The automorphic quotient, and basic examples

Automorphic representations are the representations that appear when we per-
form harmonic analysis on the homogeneous space G(k)\G(A), where k is a global
field and A is its ring of adeles.

Let G be a linear algebraic group over k. Since G is affine, the subgroup G(k)
of G(A) is discrete and the space [G] := G(k)\G(A) is a locally compact space,
homogeneous under the action of G(A). It carries an invariant measure under
G(A).

Definition 13.1.1. If G is a linear algebraic group over k, the space G(k)\G(A)
is called the automorphic space of G, and denoted by [G].

This term is not completely standard, but there is no other name for it. Here
we study properties of this space, discuss the adelic and the classical picture, and
some relevant arithmetic issues. We fix throughout a global field k (either a number
field, or the function field of a curve over a finite field), and all groups are linear
algebraic groups defined over k. The letters S,Σ will always denote finite sets of
places of k, AS will denote the adeles outside of S, i.e. the restricted product∏′
v/∈S kv, and AS will denote the product

∏
v∈S kv. For a variety X over S we will

denote: Xk := X(k), XA := X(A), XS := X(AS) and XS := X(AS). The (finite)
set of archimedean places will be denoted by ∞. If k is a function field, we pick a
place that we denote by ∞. We let o be the ring of integers of k, if k is a number
field, and the ring of integers away from the chosen place∞, if k is a function field.
We let Af = A∞, the ring of finite adeles, when k is a number field, and the ring
of adeles away from ∞, when k is a function field.

13.1.2. The additive group.

Proposition 13.1.3. Let G = Ga. The automorphic space [G] is compact, and for
any non-empty set S of places of k, the embedding k ↪→ AS is dense. In particular,
for every open compact K ⊂ Af , the group k∞ acts with a unique orbit on the
quotient space [G]/K, which is isomorphic to k∞/oK as a k∞-space, for a subgroup
oK of k∞ that is finitely generated over the integers of the base field (i.e., over Z
or Fq[t]).

Proof. By restriction of scalars, Resk/QGa = G(k:Q)
a , the problem reduces to the

base field k = Q or k = Fq(t). We present only the case of k = Q, S = {∞}, leaving

the general case as an exercise to the reader. In this case, we have AS = Af = Ẑ⊗Q,
and the density statement follows from the density of Z in its profinite completion.

The stabilizer for the action of k∞ on [G]/K is the intersection k∩Kk∞. This is
a submodule for Z or Fq[t], because every open compact subgroup K is (exercise!).

151
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It is finitely generated, because this is the case when K = N ·
∏
v ov for some

N ∈ k×, and any compact open K is contained in such a subgroup.
In the particular case K =

∏
v ov, we obtain the quotient k∞/o, which is

compact, hence [G] is compact. �

13.1.4. The multiplicative group.

Proposition 13.1.5. Let G = Gm. The product of absolute values defines a ho-
momorphism [G] → R×+, whose kernel is compact. If K ⊂ A×f is the maximal

compact subgroup (the product of local units), then the k×∞-orbits on [G]/K are
canonically parametrized (under the natural homomorphism from ideles to frac-
tional ideals, sending a uniformizer at a finite place to the corresponding ideal) by
the class group of k, and each is isomorphic to k×∞/o

×. The orbits of the identity
component (k×∞)0 are parametrized by the narrow class group of k.

More generally, if K =
∏
v/∈S o

×
v

∏
v∈S(1 + prvv ), where S is a finite set of finite

primes, the k×∞-orbits on [G]/K are canonically parametrized by the ray class group
of modulus m =

∏
v∈S p

rv
v , and the (k×∞)0-orbits by the corresponding narrow ray

class group.

Proof. For an idele a = (av)v, let λ(a) be the number of α ∈ k with |α|v ≤ |av|
for all v. Then, there are constants c1, c2, depending only on k, such that

c1 ≤
λ(a)

|a|
≤ c2

for any a. Indeed, by restriction of scalars for Ga, the problem reduces to the base
field Q or Fq(t), where it is straightforward.

In particular, for |a| > c−1
1 , there will be an α ∈ k× with |αav|v ≥ 1 for all v.

On the other hand, |αav|v =
∏
w |αaw|w∏
w 6=v |αaw|w

≤ |a|.
Let r = |a| > c−1

1 , and let [G]r be the set of idele classes of norm r. We conclude
that [G]r is contained in the image of the set

U =
∏
v

k[1,r]
v ,

where k
[1,r]
v denotes the elements of kv of absolute value in the interval [1, r]. For

all but a finite number of v’s, this is the same as k
[1,1]
v = o×v , since the valuation is

discrete and the residual degree is > r (for almost all v).
Thus, the set U is compact in G(A), and so is [G]r. But [G]r is a torsor for

[G]1, therefore [G]1 is compact.
The rest are left to the reader. �

Notice that this implies the Dirichlet unit theorem:

Proposition 13.1.6. If F is a number field, with r1 real places and r2 complex
places, then the unit group o× is a finitely generated abelian group of rank r1+r2−1.

Proof. IfK =
∏
v<∞ o×v , then [Gm] = k×∞/o

×, and the logarithm of the Archimedean
absolute values define a surjection k×∞ → Rr1+r2 with compact kernel. This kernel,
intersected with the discrete subgroup o×, is finite (the torsion subgroup of o×),
while the image of o× will be a discrete subgroup, and by Proposition 13.1.5 it will

be cocompact inside the kernel of Rr1+r2

∑
−→ R. Therefore, it is a finitely generated

abelian group of rank r1 + r2 − 1. �
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13.1.7. Tori.

Proposition 13.1.8. Let T be a torus over k. Let X∗k(T ) be the k-character group
of T , and a = Hom(X∗k(T ),R). The map X∗k(T )× [T ] 3 (χ, t) 7→ log(|χ(t)|) defines
a homomorphism logT : [T ] → a with compact kernel and cokernel. In particular,
[T ] is compact if and only if T is anisotropic.

Proof. The only nontrivial statement is that the kernel of logT is compact. Let
[T ]1 be this kernel (and similarly for any torus).

First, reduce to the case when T is anisotropic: if T1 is the kernel of all mor-
phisms to Gm, the quotient T/T1 is isomorphic to Grm for some r, and we have a
map [T ]1 → [T/T1]1 with kernel [T1]. The case of Gm has already been treated in
Proposition 13.1.5, so we are reduced to the case T = T1, i.e., T is anisotropic.

Assume this to be the case. By Lemma 7.1.4, there is an induced torus S,
together with a surjection S � T . If S1 denotes the common kernel of all characters
of S, since T is anisotropic, we have a surjection S1 � T . By Proposition 13.1.5,
[S1] is compact. On the other hand, the image of the map [S1] → [T ] will have
finite index modulo any compact open subgroup of T (A) (exercise!). Therefore, [T ]
is compact. �

Remark 13.1.9. Generalizing the Dirichlet unit theorem 13.1.6, for a torus T
over Q, the group T (Z) is a finitely generated abelian group of rank equal to
splrR(T ) − splrQ(T ), where splr denotes the split rank (the rank of the character
group) of the torus over the indicated field.

13.2. Parabolic automorphic spaces

When studying the geometry and harmonic analysis of the space [G], a very
important role is played by certain related G(A)-homogeneous spaces, that we will
call parabolic automorphic spaces, or boundary degenerations. The last term is not
standard, but is borrowed from [SV17], where it was used in a local setting, and it
is a useful concept that unifies the ideas of harmonic analysis globally and locally.

Let P denote a (conjugacy) class of parabolics in G; it can be understood as
a homogeneous space of G, endowed with the tautological sub-group scheme P of
the constant scheme P ×G, where the fiber of P over a parabolic P is P itself. It
admits a canonical quotient L, where the fiber over P is the Levi quotient of P ,
and a further canonical quotient Lab, where the fiber is the abelianization of the
Levi quotient. Notice that the action of P is trivial on its fiber in Lab, but not on
its fiber in L, unless P = B, the class of Borel subgroups, where the group scheme
L is the constant “universal Cartan” group scheme (Definition 7.5.5), L = AG×B.

Definition 13.2.1. Let G be a reductive group over a field k, let P denote a
(conjugacy) class of parabolics in G, and let L be the group scheme of Levi quotients
over P. A pre-flag variety [can someone suggest a better term?] associated to P is
a G-equivariant L-torsor R over P, where any P ∈ P acts on its fiber RP through
its Levi quotient P → LP . A degenerate pre-flag variety is a G-equivariant Lab-
torsor R over P, where any P ∈ P acts on its fiber RP through its abelianized Levi
quotient P → LabP .

Remark 13.2.2. In this section, we will always take a (degenerate) pre-flag variety
to have points over the field of definition, unless otherwise stated. In this case is
isomorphic to UP \G (resp. [P, P ]\G) — but the definition is formulated in a way
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to avoid having a chosen base point. For example, if P = {G}, then the pre-flag
variety is simply a G-torsor.

Clearly, the isomorphism class of the pre-flag variety (which has a point) de-
pends only on the conjugacy class P, but we will often abuse language, pick a
parabolic P ∈ P, and say that UP \G is “the” pre-flag variety associated to P —
but without a fixed point, unless otherwise stated.

Definition 13.2.3. Let G be a reductive group over a global field k, and P a class
of parabolics. Fix a pre-flag variety Y associated to P. The parabolic automorphic
space or boundary degeneration [G]P of the automorphic space [G] associated to
these data is the set of pairs (y ∈ M), where M is a G(A)-translate of Y (k) in

Y (A), and y ∈M , modulo the action of AutG(Y )(k).
Equivalently, fixing a base point P ∈ P(k) with unipotent radical U and Levi

quotient L, the boundary degeneration [G]P , which by abuse of notation will also
be denoted by [G]P , is the space L(k)U(A)\G(A).

Remark 13.2.4. For a different choice of parabolic P ′ = L′U ′ ∈ P(k), there is a
canonical isomorphism L(k)U(A)\G(A) ' L′(k)U ′(A)\G(A), induced by transla-
tion by an element of G(k), which is unique modulo left P (k)-translation. Hence, in
this case, there is no ambiguity in saying that [G]P is “the” space L(k)U(A)\G(A).

Remark 13.2.5. Here is an alternate, and more straightforward construction of the
boundary degeneration: For every class P of parabolics over k, the Levi quotients
L of any two elements of P are isomorphic, canonically up to L(k)-conjugacy. (As
in the case of the universal Cartan: the parabolics are conjugate by an element of
G(k) unique up to multiplication by P (k).)

Choosing such a parabolic with Levi quotient L, we have

(13.2.5.1) [G]P = [L]×P (A) G(A).

One easily checks that for any two parabolics, any element of G(k) conjugating one
to another defines the same isomorphism between the corresponding spaces defined
by (13.2.5.1).

Finally, another way to define the same space is the following: Consider P as
an algebraic variety, and consider the space

Z = P(k)×G(k) G(A).

If we choose a P ∈ P(k), this is isomorphic to P (k)\G(A). Now, the inertia group
scheme of P has fiber P over the point P , and its unipotent radical is a group
scheme U → P. If we divide the space Z, which lives over P(A), by the action of
U(A), we obtain the space [G]P .

The importance of boundary degenerations lies in the fact that, as we will see,
they model the space [G] “at infinity”, while having a larger group of symmetries:

Lemma 13.2.6. Let [G]P be a boundary degeneration of the automorphic space,
and let Z be the center of the Levi quotient of P . The G(A)-automorphism group
of [G]P is identified with [Z], through its action descending from the action on the
pre-flag variety.

Proof. The G(A)-automorphism group is the quotient of the normalizer of H :=
L(k)U(A) by H. The closure of the projection of H to any place v of k is the
parabolic P (kv), and since P is self-normalizing, an adele of G normalizing H must
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lie in P (A). Then it acts on L(A) by conjugation, and in order to normalize L(k)
it has to belong to the center of L(A). �

We will use the action of this abelian group in order to construct (partial)
compactifications of the boundary degeneration (and, later, of the automorphic
space). There are several slight variants of how to do it, but they all follow the
same idea: Let H ⊂ [Z] (with notation as in Lemma 13.2.6) be a subgroup, and let
H̄ be a partial compactification of H (or a partial compactification of a H-torsor).
Then, we can form the space

H̄ ×H [G]P ,

which is a partial compactification of [G]P . Here, A ×H B denotes the topological
quotient of the product A×B by the action of H, i.e., by the equivalence relations
(ah, b) ∼ (a, hb), h ∈ H.

In practice, H will be the points of a torus and, H̄ will arise from some toric
variety. For what follows, if T is any torus over a field F , we denote by the
corresponding gothic lowercase letter the vector space t := Hom(Gm, T ) ⊗ R. If
F is a valued field (or ring), we have a well-defined logarithmic map

(13.2.6.1) log : T (F )→ t

given by 〈log(t), χ〉 = log |χ(t)| for any χ ∈ Hom(T,Gm). The same definition can
be given, globally, replacing T (F ) by [T ], and using the adelic absolute value.

Recall that a normal affine embedding Y of a torus T over a field k is given
by a strictly convex, rational polyhedral cone C ⊂ t. The faces of this cone are
in bijection with T -orbits on Y , in such a way that cocharacters λ in the relative
interior of a face are those for which limt→0 λ(t) belongs to the corresponding orbit.
(A “face”, here, is the intersection with the kernel of a linear functional χ such
that χ|C ≥ 0; this way, {0} is a face.) The bijection is closure-reversing, e.g., {0}
corresponds to the open orbit T , and the relative interior of C corresponds to the
unique closed orbit. More general normal embeddings of T are described by fans
in t, i.e., collections of such cones closed under the operation of passing to a face of
a cone and with disjoint relative interiors.

Returning to our group G, let AG be its universal Cartan (Definition 7.5.5), and
let A ⊂ AG be its maximal split subtorus. We denote by a− ⊂ a the antidominant
cone, and by a−ss ⊂ a− its intersection with the weight space of the associated
semisimple group. Faces of a− (or a−ss) correspond to conjugacy classes of parabolic
subgroups defined over k, and the span of the face a−P (resp. a−ss,P ) associated to

P will be denoted by aP (resp. a−ss,P ). The center Z of a Levi quotient as in

Lemma 13.2.6 is canonically a subgroup of AG, and the cocharacters in aP span
the maximal split subtorus AP of Z.

Now, the face a−ss,P ⊂ aP defines an affine embedding AP ↪→ AP . We can define

a corresponding partial compactification [G]P of [G]P , by either of the construction
in the following definition:

Definition 13.2.7. A standard embedding of the space [G]P is either of the follow-
ing spaces:

• AP (k∞)0 ×AP (k∞)0

[G]P , where AP (k∞)0 is the closure of the identity
component of AP (k∞) in AP (k∞). This makes sense only if k is a number
field. When k = Q (which we can always assume, by restriction of scalars),
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it leads to the so-called reductive Borel–Serre compactification [Zuc83,
BJ05].

• AP (k∞)×AP (k∞) [G]P . Recall that, in the function field case, we just pick
a place (or a place of the base field) that we call infinity.

• AP (k)AP (A)×AP (A) [G]P . Here, AP (k)AP (A) is the subset of “primitive
elements” in AP (A). Notice that AP (A) is not open in the space AP (A),
but it is open in the subset of primitive elements (with the induced topol-
ogy).

Lemma 13.2.8. Assume that k = Q, and let K ⊂ G(Af ) be a compact open

subgroup. The space AP (R)0 ×AP (R)0

[G]P /K has the structure of a manifold with

corners, so that the quotient AP (R)0 × [G]P /K → AP (R)0 ×AP (R)0

[G]P /K is an
AP (R)0-torsor in manifolds with corners.

Proof. The space [G]P /K, under the G(R)-action, is a union of homogeneous man-

ifolds, and the space AP (R)0 is a manifold with corners (isomorphic to a product
of copies of R>0 and R≥0) . The stabilizer for the action of AP (R)0 on it is a

compact subgroup, hence trivial, and therefore the quotient of AP (R)0 × [G]P /K
by the action of AP (R)0 inherits the structure of a manifold with corners. �

There is some coarser topology than the manifold topology that these spaces
have, in the number field case, namely some sort of “semialgebraic” topology. This
plays a role in harmonic analysis; we will return to it when appropriate.

Finally, we introduce the notion of the cusp:

Definition 13.2.9. Consider a standard embedding [G]P ⊂ [G]P , as in Definition

13.2.7. The P -cusp in [G]P is the closed G(A)-orbit. A neighborhood of the P -cusp

in [G]P is the intersection of [G]P with a neighborhood of the P -cusp in [G]P . When
P is the class of minimal parabolics, the P -cusp will simply be called “the cusp”.

Notice that the distinction “P -cusp”, as opposed to “cusp”, is important: e.g.,
when P = G, the partial compactification [G] above is trivial, so the G-cusp is [G]
itself, but there will be a “cusp”, which, to define, we first need to discuss reduction
theory, and a full compactification.

Lemma 13.2.10. All standard embeddings of Definition 13.2.7 give rise to the
same neighborhoods of the P -cusp.

Proof. This relies on the “baby case” of the partial compactification Gm ↪→ Ga.
We leave the rest to the reader.

Under the natural map

k∞ ×k
×
∞ [Gm]→ A×A× [Gm] = A/k×,

a basis of neighborhoods of the “cusp” (represented by 0 ∈ A)
on the right hand side maps to a basis of neighborhoods of the
“cusp” (represented by 0 ∈ k∞) on the left hand side.

The map is continuous, so it is enough to show that any element in a basis of
neighborhoods (Vr)r on the left contains the preimage of a neighborhood on the
right. Since the cusp is invariant under [Gm], and in particular under the compact
subgoup K = [Gm]1, we can take the basis on the left to be invariant under K,
and then it is seen that the sets Vr = {x ∈ [Gm], |x| < r} with r → 0+ form such a
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basis. If we choose an adele b with |b| < r, and let V ′ be the union of k×-translates
of the set {a ∈ A,∀v : |av| ≤ |bv|}, then V ′ is open, and its preimage belongs to Vr.
This proves the claim.

�

Remark 13.2.11. Let us explicate neighborhoods of the cusp in the case where
G is split, hence the minimal parabolic is a Borel subgroup. (A similar description
will be valid for the minimal parabolic P in every case, once we show — Theorem
13.5.3 — that [L′] is compact, where L′ is the derived subgroup of the Levi quotient
of P .)

Choose a Borel subgroup B = AN , and a maximal compact subgroup K of
G(A) which satisfies the Iwasawa decomposition G(A) = B(A)K. Then, for any
identification Ȳ = N\G over k, a basis of neighborhoods of the cusp in [G]B is
given by the neighborhoods Vε := N(A)[A]≤εK (as ε→ 0+), where [A]≤ε is the set
of elements a with |eα(a)| ≥ ε−1 for all positive roots α.

We reformulate the definition of the P -cusp, when the last choice of standard
embedding in Definition 13.2.7 is made: Let Y be the pre-flag variety U\G. The
action of AP by G-automorphisms allows us to define a (so-called toroidal) partial
compactification Ȳ ⊃ Y , as Ȳ = AP ×AP Y , where AP is the affine embedding
defined by the wall of the (semisimple) antidominant chamber, as above. In par-
ticular, Ȳ contains a closed G-orbit Y0, which we will call the P -cusp in Ȳ . Now,
consider an AutG(Y )(k)-stable neighborhood V of Y0(A) in Ȳ (A) — recall that

AutG(Y ) is identified with the Levi quotient of P , once we fix a point whose sta-
bilizer is the unipotent radical of P . Notice also that Y (A) is not open in Ȳ (A)
— but it doesn’t matter! All that matters is the subset Ȳ (k)G(A) of “primitive”
elements, where Y (A) is open.

Now recall from Definition 13.2.3 that [G]P is defined as the set of pairs (M,y)

modulo AutG(Y )(k), where M is a G(A)-translate of Y (k), and y ∈ M . Let

Ṽ ⊂ [G]P be the subset given by the condition y ∈ V . Then, the neighborhoods of

the P -cusp in [G]P are precisely the sets of the form Ṽ , where V is an AutG(Y )(k)-

invariant neighborhood of the P -cusp in Ȳ , and Ṽ is obtained from V as above.
We will now modify this description to define a degenerate version of the

P -cusp, that leads to a coarser collection of “neighborhoods of infinity”. Let
Ydeg be the degenerate pre-flag variety [P, P ]\G. Again, the action of AP by
G-automorphisms allows us to define a partial compactification Ȳdeg ⊃ Ydeg, as

Ȳdeg = AP ×AP Ydeg, where AP is the affine embedding defined by the wall of
the (semisimple) antidominant chamber, as above. In particular, Ȳdeg contains a
closed G-orbit Ydeg,0, which we will call the degenerate P -cusp in Ȳdeg. Now, con-
sider an Lab(k)-stable neighborhood Vdeg of Ydeg,0(A) in Ȳdeg(A), where Lab is the

abelianization of L = AutG(Y ).

Using again Definition 13.2.3 for [G]P as the set of pairs (M,y) modulo AutG(Y )(k),

we let Ṽ ⊂ [G]P be the subset given by the condition ȳ ∈ Vdeg, where ȳ is the image
of y under U\G → [P, P ]\G. In other words, these are neighborhoods of the cusp
obtained from neighborhoods V ⊂ U\G(A), as before, except that V should be
stable under the commutator of the Levi.

Definition 13.2.12. A neighborhood of the degenerate P -cusp in [G]P is a set

of the form Ṽ as above, where V is a neighborhood of the degenerate P -cusp in
Ȳdeg(A) = [P, P ]\G(A).
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Hence, a neighborhood of the degenerate P -cusp in [G]P is a neighborhood of
the P -cusp, but a neighborhood of the P -cusp is a neighborhood of the degenerate
P -cusp only when it is the preimage of a set under the map

L(k)U(A)→ G(A)→ Lab(k)[P, P ](A)\G(A).

Of course, the two notions coincide when P is in the class of Borel subgroups.

13.3. Adelic heights, and the case of SL2

Definition 13.3.1. An adelic height on a vector space V over k is a function of
the form ‖x‖ =

∏
v ‖xv‖v on V (A), where:

• ‖ • ‖v is a norm on V (kv), i.e., a subadditive, R≥0 valued function that is
zero only at 0 and satisfies ‖ax‖v = |a|v ·‖x‖v for every a ∈ kv, x ∈ V (kv);

• there is a basis of V over k such that for almost every non-Archimedean
place, ‖x‖v is the maximum of the absolute values of the coordinates of x
in that basis.

Obviously, the factors of the product are almost all equal to 1 if x ∈ (V r
{0})(A), but the height extends continuously by zero to the entire space V (A)
(though we will never use that).

Lemma 13.3.2. Adelic height functions (Definition 13.3.1) on a vector space V
have the following properties:

(1) For any two height functions ‖ • ‖′, ‖ • ‖′′, the quotient ‖•‖
′

‖•‖′′ is bounded in

R×>0.
(2) For all a ∈ A×, x ∈ V (A), we have ‖ax‖ = |a| · ‖x‖; in particular, ‖ • ‖ is

invariant under k×-multiplication.
(3) The restriction of ‖•‖ to the quotient space k×\V (k)·GLV (A) = k×\(V ∗(A)∪
{0}), where V ∗ denotes the complement of zero, defines a basis of neigh-
borhoods of zero.

(4) For every g ∈ GLV (A) and any c > 0, there is only a finite number of
classes [y] ∈ k×\V (k) such that ‖y‖ < c; in particular, the set ‖V ∗(k)g‖
has a minimum.

Proof. Left to the reader. �

Let us now discuss the case of G = SL2, with its standard representation V .
Notice that V ∗ = V r {0} can be identified with the pre-flag variety Y for the
class of Borel subgroups of G (Definition 13.2.1), and V is simply its affine closure,
i.e., V = Speck[Y ]. In this case, the cusp can also be defined with the help of
the affine embedding V , instead of the toroidal embedding Ȳ . That is, instead of
choosing a k×-invariant neighborhood of the cusp U in Ȳ (A), one can choose a k×-
invariant neighborhood U of zero in V (A), and pull it back to B(k)\G(A) to define
a neighborhood of the cusp there. By Lemma 13.3.2, a basis of such neighborhoods
of zero is determined by height functions.

Remark 13.3.3. We caution the reader that, in higher rank, the affine embedding

Ȳ aff = N\G
aff

= Speck[N\G] (where G is assumed split semisimple, and N is a
maximal unipotent subgroup) is not the appropriate space to define the cusp, i.e.,
not every neighborhood of the cusp in [G]B is the pullback of an A(k)-invariant
neighborhood of “zero” (=the unique G-fixed point) in Y aff(A).
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In terms of toric varieties, this is because the toroidal embedding of Y used in
the definition of the P -cusp corresponds to the antidominant Weyl chamber, while
the affine closure Y aff corresponds to the negative root cone, in the sense that it
admits a blowup Ỹ → Ȳ aff, with Ỹ = Ã ×A Y , and Ã is the affine embedding of
Ã corresponding to the negative root cone. Thus, A(k)-invariant neighborhoods of
zero in Y aff(A) are much larger than neighborhoods of the cusp, in higher rank,
and the latter cannot be defined using adelic heights on an affine embedding of Y .

Now, we formulate the main theorem of reduction theory for G = SL2:

Theorem 13.3.4. Let G = SL2, and consider the maps

(13.3.4.1) B(k)\G(A)

πG

yy

πB

%%
[G] [G]B .

Fix an adelic height function ‖•‖ (Definition 13.3.1) on the space V of the standard
representation of G, and for every ε > 0, let Uε be the preimage in [G]B of the set

of points y ∈ Y (A) (where Y = V ∗ = V r {0}) with ‖y‖ < ε, and Ũε its preimage
in B(k)\G(A).

Then, for ε sufficiently small, the map πG|Ũε is injective, while for ε sufficiently

large, πG|Ũε is surjective. In particular, for every ε, the complement of πG(Ũε) is

relatively compact in [G].

Proof. Injectivity: It suffices to show that, if ε is sufficiently small, for any g ∈
G(A) the set {y ∈ Y (k)g|‖y‖ < ε} contains at most one k×-orbit.

Hence, fix [g] ∈ [G], and let us also fix the point y0 = (0, 1) ∈ Y , so that
its image in the flag variety is stabilized by the upper triangular Borel subgroup
B. Let us fix a good maximal compact subgroup K that satisfies the Iwasawa
decomposition G(A) = B(A)K, and we may without loss of generality assume that
the adelic norm ‖ • ‖ is K-invariant. Assume that y ∈ Y (k)g has height < ε.
We may choose a representative g ∈ G(A) for [g] such that y = y0g. Writing

g = bk according to the Iwasawa decomposition, we have b =

(
a r

a−1

)
, and

‖y0g‖ = ‖y0b‖ = ‖a−1y0‖ = |a|−1‖y0‖, so |a| > ε−1‖y0‖.
Our goal is to show that, if ε is sufficiently small (independently of [g]), any

other element z ∈ Y (k)g with height < ε is a k×-multiple of y. If not, we have
z = z0g with z0 = (κ, λ) ∈ k2 with κ 6= 0. Up to the k×-action, we may assume
that κ = 1. But ‖z0g‖ = ‖z0b‖, and ‖z0b‖ = ‖(a, r + a−1λ)‖. It is now clear from
the definition of heights that if ε is sufficiently small, so that |a| is sufficiently large,
the last expression is > ε.

(For a more geometric, and conceptual, version of the same argument, see the
proof of the general case in Theorem 13.4.2.)

Surjectivity: Vice versa, it suffices to show that if ε is large enough, then for
every [g] ∈ [G] the set {y ∈ Y (k)g|‖y‖ > ε} is nonempty. Given [g], we may choose
a representative g ∈ G(A) so that ‖y0g‖ is minimal in ‖Y (k)g‖. (The minimum
exists, by Lemma 13.3.2.) Write g = bk by the Iwasawa decomposition, where

b =

(
a r

a−1

)
. The minimality of ‖y0g‖ implies that ‖(a, r + a−1λ)‖ ≥ ‖y0g‖ =
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|a|−1‖y0‖ for all λ ∈ k, hence |a|2 ≥ ‖y0‖
‖(1,a−1r+a−2λ)‖ . The denominator is bounded

away from zero, giving a lower bound for the absolute value of the positive root
|eα(b)| = |a|2, and an upper bound for ‖y0g‖ = |a|−1‖y0‖. Hence, if ε is larger than

this upper bound, the class of [g] is represented in Ũε.
�

13.4. Reduction theory and compactifications in the split case

Reduction theory is the description of the space [G] “at infinity” in terms of its
boundary degenerations. In this section, we will prove the main result of reduction
theory in the split case. We will use it to define a certain compactification of [G],
which will be used in the next section to address the general case.

Before we generalize from SL2 to the general case, we need a purely algebro-
geometric result on closure of horocycles on pre-flag varieties. The result is analo-
gous to the following statement in the case of SL2: Let N ⊂ SL2 be the stabilizer
of a nonzero vector on the two-dimensional plane, let ` be the line spanned by
that vector, and let `′ be a different, affine line parallel to `; notice that `′ is an
N -orbit. Let vn ∈ `′ be a sequence of points such that the lines that they span
approach ` in the projective space; the statement is that vn → ∞. This fact is
obvious in this case, or for any unipotent orbit on a quasiaffine space, since by a
result of Rosenlicht [Ros61] orbits of unipotent groups on affine spaces are closed.
Here, however, we need finer information for the quasiaffine space Y = N\G in
higher rank: Roughly speaking, we need to know that if a point is far from the
cusp, so is its entire N -orbit. Since the cusp cannot be described in terms of affine
embeddings in higher rank (see Remark 13.3.3), we need to consider more general
compactifications, and Rosenlicht’s theorem will not be enough.

Let Y = N\G be “the” pre-flag variety for G. In order to keep track of possible
limits in various directions, let us consider a full compactification ĀF of the torus
A, described by a fan F whose support is the entire space a. Let Ȳ F = ĀF ×A Y
— it is a proper variety over the flag variety B.

Choose a Borel subgroup B ∈ B(k), and a section of the canonical map B → A,
and denote its image by T ; hence, T is a maximal torus in B, identified with A
through the quotient map. We use T̄ , T̄F etc. for T , as for A. For every B′ ∈ B
and any strictly antidominant cocharacter λ into T , we have limx→0B

′λ(x) = Bw,
for some w in the Weyl group of W — this is the Bruhat decomposition!

The following proposition is very essential in what follows; although purely
of algebrogeometric nature, it will enventually translate to information about the
“heights” of points on N -orbits on the preflag variety. This information is useful
not only for reduction theory, but also for the study of Radon transforms and
intertwining operators.

Proposition 13.4.1. Let Y → B be the preflag variety of a reductive group G,
y0, y

′ ∈ Y be two points lying over Borel subgroups B, B′, let T ⊂ B be a maximal
torus, and assume that y′ ∈ y0w̃N , where N ⊂ B is the unipotent radical, and w̃
is an element in the normalizer of T .

(1) Let Ȳ F = ĀF ×AY → B be the fiberwise compactification of Y determined
by the fan of all Weyl chambers. If λ : Gm → T is a strictly antidominant
cocharacter with respect to B, then limx→0 y

′λ(x) ∈ Ȳ F is the A-fixed
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point in the fiber over Bw ∈ B which corresponds to the right-w translate
of the antidominant cone in a.

(2) Let ĀR(w−1)+

be the embedding of A corresponding to the cone R(w−1)+

spanned by the positive coroots γ̌ such that w−1γ̌ < 0, and let Ȳ R(w−1)+

be the corresponding embedding of Y , so that G-orbits on Ȳ R(w−1)+

(or,
equivalently, A-orbits in each fiber over the flag variety) correspond to

faces of the cone R(w−1)+. Then, the closure of y0w̃N in Ȳ R(w−1)+

is
proper, and the points in the boundary of y0w̃N lie in the complement of
the open G-orbit.

Proof. The first statement is not needed for what follows, and is left to the reader.
Let us prove the second statement: First, fix any compacification Ȳ F = ĀF ×A

Y , so that the closure of y0w̃N in Ȳ F is proper. This closure corresponds to the
closure of the set A · (1, y0w̃N) in ĀF × Y , where A acts by a · (x, y) = (a−1x, ay).

Let Yw ⊂ Y be the preimage of the closed Schubert cell Sw := B\BwN . We

write S̊w, Y̊w for the corresponding open Schubert cell and its preimage, and identify
the (“geometric”) quotient of Y̊w by N with A, equivariantly under the right action
of B = A/N , by fixing the base point y0w̃=the image of y0w̃. Notice that this is
not the equivariant identification with respect to the canonical action of A on Y .
The complement of S̊w in Sw is a union of Schubert divisors Sw′ with w′ = wwγ for
some (not necessarily simple) root γ and length `(w′) = `(w)− 1. The coordinate
ring k[Yw]N is generated by those characters of A which, considered as functions on

Y̊w, have ≥ 0 valuations on the corresponding divisors Yw′ . We claim that these are
the characters which are ≥ 0 on the cone R(w)+ spanned by the positive coroots γ̌
such that wγ̌ < 0. Indeed, consider a reduced decomposition w = wα1wα2 · · ·wαn
into simple reflections, and work on the corresponding Bott–Samelson resolution
of Sw: S̃w = B\Pα1

×B Pα2
×B · · · ×B Pαn , and the corresponding resolution Ỹw

of Yw (divide by N on the left instead of by B). Each codimension-one divisor

Sw′ is the image of the subset S̃w′ ⊂ S̃w obtained by omitting a factor Pαi . Is is
easy to see that the divisor N\B induces the valuation 〈α̌i, χ〉 on B-eigenfunctions

with character χ on N\Pα, and therefore Ỹw′ induces the valuation 〈γ̌, χ〉 on B-

eigenfunctions on Ỹw, where γ̌ = w−1α̌i. These are precisely the positive coroots
such that wγ̌ < 0. Thus, the regular characters are those which are ≥ 0 on R(w)+.

Thus, Yw //N ' ĀR(w)+

, the embedding of A corresponding to the cone R(w)+,
equivariantly under the right action of A = B/N . If instead we use the (“left”)

action of A on Y , we identify this space with the embedding Āw·R(w)+

. Passing
to the corresponding quotient of ĀF × Yw, the closure of A · (1, y0w̃N) maps to

the closure of A ↪→ ĀF × ĀwR(w)+

, where the embedding is the antidiagonal one.

Notice that wR(w)+ = −R(w−1)+. If we now assume that ĀF contains ĀR(w−1)+

as an open subset, we see that the closure of A ↪→ ĀF × ĀwR+
w maps into ĀR(w−1)+

under the projection to the first factor. This proves the properness of the closure of

y0w̃N in Ȳ R(w−1)+

. Moreover, the proof shows that a point in the boundary of this
set, hence lying over a non-open orbit of Yw //A, will project to the complement of

the open A-orbit in AR(w−1)+

. �

Fix a class P of parabolics, and a parabolic P ∈ P(k). (Nothing will depend on
P , but it is notationally convenient.) Consider the homogeneous space P(k)×G(k)

G(A) = P (k)\G(A), already encountered in Remark 13.2.5. It admits a pair of
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quotient maps:

(13.4.1.1) P (k)\G(A)

πG

yy

πP

%%
[G] [G]P ,

and notice that πG is a local homeomorphism, while πP has compact fibers.
We will call “neighborhood of the (degenerate) P -cusp” in P (k)\G(A) the

preimage of any neighborhood of the (degenerate) P -cusp in [G]P . Generally, for a

neighborhood V of the P -cusp in [G]P , we will use the notation Ṽ for its preimage
in P (k)\G(A). Recall that the P -cusp is a G(A)-orbit in a certain partial compacti-

fication [G]P of [G]P , see Definition 13.2.9. A “scaling” of such a neighborhood will
be the neighborhood that we obtain from it by the action of an element a ∈ AP (A)
on [G]P .

Theorem 13.4.2. Let G be a split reductive connected group over k, and P ⊂ G
a (class of) parabolic(s).

(I): Every compact subset of the P -cusp in [G]P has a neighborhood V such

that πG|Ṽ is injective, where Ṽ is the preimage of V in P (k)\G(A).1

(S): Every [AG]-invariant neighborhood of the degenerate P -cusp in [G]P
(where AG is the maximal split torus in the center of G) can be scaled to

a neighborhood V such that πG|Ṽ is surjective, where Ṽ is as above.

Proof. There are two approaches to proving this theorem: One, due to Borel and
Harish-Chandra [BHC62], is to prove it first for GLn over Q, and then deduce it for
a general reductive group via an embedding G→ GLn (where G, by restriction of
scalars, can be considered as a group over Q, at least in the number field case. Here
and in the next section, we will present the second, following Godement [God95]
and Springer [Spr94], but heavily reformulated. [We caution that there are serious
gaps in both Godement and Springer, especially at the point that corresponds to
Proposition 13.4.1.]

Having addressed the case of split tori in Proposition 13.1.5, we will now assume
that G is semisimple; the combination of the two to address the general case is
“easy”, and left to the reader.

The proof of (I) relies on Proposition 13.4.1. Fix the base point y0 ∈ Y (k), and
let B be the stabilizer of its A-orbit. Fix a maximal compact subgroup satisfying the
Iwasawa decomposition G(A) = B(A)K. We use this, together with the logarithmic
maps B(A) → a, defined as in (13.2.6.1), to define a “height” function on [G]B =
A(k)\y0G(A):

h(g) = log(b) ∈ a.

This is similar to the height functions of Definition 13.3.1, except that it does
not use an affine embedding of Y ; rather, the sets Vε = {[g] ∈ [G]B | 〈α, h(g)〉 >
− log ε for all positive roots α} form a basis of neighborhoods for the cusp. (See
Remarks 13.2.11 and 13.3.3.)

We claim that the statement of Proposition 13.4.1 about the closure of y0w̃N
implies the following:

1Obviously, “every compact subset” is superfluous, but we include it to stress that there is
no uniformity in the choice of neighborhood.
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• There is a compact C0 ⊂ a such that

(13.4.2.1) h(y0w̃N(A)) ⊂ C0 −R(w−1)+.

[We leave it to the reader to check this corollary, for now. We remark only that
the embedding of N\G which corresponds to the cone R(w−1)+ is the one where,
for a cocharacter λ ∈ R(w−1)+ into the torus A, and a point y ∈ N\G, the limit
of λ(t) · y exists as t→ 0; the logarithm of such an element λ(t), for t close to zero,
belongs to the negative of the cone R(w−1)+, hence the negative sign above.]

Returning to the proof of (I), consider the surjective maps

B(k)\G(A)
πBP−−→ P (k)\G(A)

πG−−→ [G],

for any parabolic P ⊃ B. Fix a compact Ω ⊂ [G]P , and consider the subsets
Ωε = [AP ]ε · Ω, where [AP ]ε is the set of elements a with 〈α, log(a)〉 > − log ε
for every simple root α in the unipotent radical of P ; recall that log(a) ∈ aP ,
for a ∈ AP (A). These subsets form a basis of neighborhoods of the image of Ω
in the P -cusp as ε → 0 (which, by abuse of notation, we will denote by AP \Ω).
In turn, Ω is contained in the image Ω′ of a compact subset of B(k)\G(A) under
B(k)\G(A)→ P (k)\G(A)→ [G]P . Thus, we see

• There is a countable basis of neighborhoods in [G]P of the subset AP \Ω
of the P -cusp which, for any λ0 ∈ aP , is eventually contained in the image
of a set of the form h−1(C + λ0 + a+

P ) ⊂ B(k)\G(A) under the map πBP
above, where C is a fixed compact subset depending on Ω.

Thus, to prove (I), it suffices to show that, if λ0 is sufficiently dominant (i.e.,
sufficiently deep in the relative interior of a+

P ), any two elements g, g′ ∈ B(k)\G(A)

with h(g), h(g′) ∈ C + λ0 + a+
P and the same image in [G], have the same image in

P (k)\G(A). In other words, we need to show that if y = y0w̃ν for w̃ ∈ N (T )(k)
and ν ∈ N(k), and yg = y0g

′ for two elements as above, then y ∈ y0L(k).
Now, on one hand, h(y0g) = h(g) and h(yg) = h(y0g

′) = h(g′) belong to
C+λ0+a+

P , by assumption. On the other, writing g = ntk according to the Iwasawa
decomposition, we have h(y0g) = h(t) and h(yg) = h(y0w̃νntk) ∈ h(y0

wtw̃N(A)).
By (13.4.2.1), which translates in the obvious way under the action of A, we obtain
h(y0

wtw̃N(A)) ⊂ C0 +h(wt)−R(w−1)+ ⊂ C0 +wC+wλ0 +wa+
P +wR(w)+. Thus,

it suffices to show that the intersection

(13.4.2.2) (C + λ0 + a+
P ) ∩ (C0 + wC + wλ0 + wa+

P + wR(w)+)

is empty for sufficiently large λ0 (i.e., sufficiently deep in the interior of a+
P ), unless

w preserves a+
P , that is, unless w̃ ⊂ P (k).

Write C for the cone −R(w−1)+ = wR(w)+. As a first hint for the proof, notice
that, because λ0 ∈ a+

P is dominant, the difference wλ0−λ0 lies in C. If this difference
is nonzero, i.e., if w does not preserve λ0 (equivalently, does not preserve the face
a+
P ), then by a simple scaling argument the difference can be made to avoid any

compact set, by taking λ0 large enough, so that (C+λ0)∩(C0 +wC+wλ0 +C) = ∅.
To show the stronger statement that, for such w, the intersection (13.4.2.2) is

empty, it suffices to prove that the intersection

a+ ∩ (wa+ + C)
does not meet the relative interior of a+. (In fact, the argument will show that
the intersection consists precisely of those faces of a+ which are fixed by w, i.e.,
are orthogonal to C.) To see this, let R± denote the positive and negative root
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cones, and notice that C is equal to wR+ ∩ R−. Let C∨ denote the dual cone
of all elements of a that are ≥ 0 on C (under one, equivalently any, W -invariant
positive definite quadratic form). Then wa+ ⊂ C∨, while a+ ⊂ −C∨. Therefore,
a+ ∩ (wa+ + C) ⊂ −C∨ ∩ (C + C∨) = C⊥.

This proves (I).
Now we come to the proof of (S). It is enough to prove it for the minimal

parabolic (i.e., the Borel). The cusp of [G]B is isomorphic to B(A), hence compact.
Fix an ordering α1, α2, . . . , αr of the simple roots in the root system of G, and
let Pi be the parabolic which contains αj with j ≤ i in its unipotent radical, and
αj with j > i in its Levi. Hence, P0 = G and Pr = B. For each i, fix a (right)
representation Vi and a vector vi ∈ Vi(k) such that vi is an eigenvector for Pi, but
no larger parabolic. Fix adelic heights on the Vi’s, and consider the set

Ω = {g ∈ B(k)\G(A)|∀i ≥ 1,∀γ ∈ Pi−1(k), ‖viγg‖ ≥ ‖vig‖}.

Then, by the properties of heights (Lemma 13.3.2), G(k)Ω = G(A).
We may fix again a good maximal compact subgroup K with Iwasawa de-

composition G(A) = B(A)K, and assume that V is K-invariant. Writing an el-
ement of [G]B as g = bk, accordingly, and defining a “height” function (nothing
to do with the adelic height functions defined previously, but this is a standard
name) h(g) = log(b) ∈ a, it is enough to show that h(Ω) lies in a translate of a+.
Such a translate is defined by equations 〈λ, αi〉 ≥ Ti for some scalars Ti and any
i = 1, . . . , r, i.e., we need to show that 〈h(Ω), αi〉 is bounded below, for all i.

By induction on r, we may assume this to be the case for i ≥ 2. But then,
to show it for α1, we may replace G by the group G′ =the Levi quotient of the
parabolic Q generated by P and the root spaces proportional to α1. Indeed, the
condition ‖v1γg‖ ≥ ‖v1g‖ holds a fortiori for γ ∈ Q(k), and Q acts on v1 through
its Levi quotient. Thus, we are reduced to the case of G being of semisimple rank
one, which we now assume. We may keep assuming that G is semisimple, since the
center evidently plays no role. But then we are in the case of G = SL2, covered in
Theorem 13.3.4, or PGL2, which is similar. Thus, the theorem is proven. �

We will now use Theorem 13.4.2 to construct a compactification of [G]. Set-
theoretically, the compactification is

[G]
RBS

=
⋃
P

AP \[G]P ,

where P ranges over all conjugacy classes of parabolics, so AP \[G]P is the P -cusp.
Here, we are being a bit ambiguous about the meaning of AP : it depends on which of
the “standard embeddings” of [G]P (Definition 13.2.7) one chooses; corresponding
to the choices in this definition, one can take AP = AP (k∞)0, AP (k∞), or [AP ].
The last one this seems the most natural choice, in general, but, when k = Q,
and we take AP = AP (k∞)0 (or, more generally, when k is a number field, and
we replace k∞ by the diagonal embedding of R in k∞), we obtain the reductive
Borel–Serre compactification, which is a manifold with corners (after we mod out
by a sufficiently small compact open subgroup of G(Af )) — this is why we use the

notation [G]
RBS

in general. Thus, we will be using AP , and leave it to the reader
to choose their favorite version, except where we need to use a specific one.
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We will define, more generally, an embedding [G]F for every fan F of ratio-
nal, strictly convex polyhedral cones supported in a−, following [Sak16]. Set-
theoretically, it will be the union of G(A)-orbits ZC , for all cones C ∈ F . The RBS
compactification will be the one corresponding to F = the fan consisting of the
faces of a−ss.

Assume, first, that F is a fan supported entirely on the face of the anti-dominant
cone corresponding to a parabolic P with Levi quotient L, whose split center AP

is canonically a subtorus of A. Then F defines a toric embedding AP ↪→ AP
F

, and
we set:

(13.4.2.3) [L]F := AP
F ×AP [L],

(13.4.2.4) [G]FP := [L]F ×P (A) G(A).

Its G(A)-orbits are in natural bijection with cones in the fan, as is the case with

AP -orbits in AP
F

. If C ∈ F does not belong to the face corresponding to any
larger parabolic, we let ZC be the orbit corresponding to a cone C. If C belongs
to the face corresponding to a larger parabolic Q, we will denote its orbit by ZPC ,
because ZC will be defined by the analogous construction for Q.

For a general fan F , the G(A)-space [G]FP will be defined by the formula
(13.4.2.4), once [L]F is defined. To define [L]F , we may assume that L = G,
and that the spaces [L]F , [G]FP have been defined for all proper parabolics P .

We first consider the restriction FG of F to aG (i.e. the sub-fan consisting of
all cones which are contained in the central cocharacter space of G). By (13.4.2.3),
it defines an embedding [G]FG of [G]. Now, all the strata ZC have been defined: If
C belongs to aG, then ZC ⊂ [G]FG . If not, then ZC has been defined is a stratum
of [G]FP , for P = the maximal parabolic such that C ⊂ aP , and, by the inductive
construction, it is a stratum of [G]FQ, for all Q ⊃ P other than G. There remains

to explain how to glue those onto [G]FG .
It suffices to consider a maximal parabolic P . First, we lift the embedding

[G]FP to an embedding of the space AG
FG ×AG P (k)\G(A) (recall that FG is the

restriction of F to aG), by considering the universal G(A)-space X fitting in a
diagram of continuous, G(A)-equivariant maps:

AG
FG ×AG P (k)\G(A)

��

// X

��
AG

FG ×AG [G]P // [G]FP

,

where the first horizontal map is supposed to be an isomorphism over AG
FG ×AG

[G]P . Explicity, the universal such X (to be denoted P (k)\G(A)
F

) is the union of

AG
FG ×AG P (k)\G(A) with all G(A)-orbits ZC ⊂ [G]FP with C ∈ F not belonging

to aG. (We stress again that, for C ⊂ aG, the corresponding orbit ZPC ⊂ [G]FP is
different from the orbit ZC ⊂ [G]FG , which will be part of the final compactification
[G]F .)

Now, consider the pair of quotient maps (13.4.1.1). By Theorem 13.4.2, there
is an [AG]-stable neighborhood of the P -cusp where the map πG is an isomorphism.

Thus, we can glue P (k)\G(A)
F

to [G] over such a neighborhood. In fact, the map
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πG extends to a morphism

AG
FG ×AG P (k)\G(A)→ [G]FG ,

which is an isomorphism on an [AG]-invariant neighborhood of the P -cusp. All

orbits ZC ⊂ P (k)\G(A)
F

with C not belonging to aG have a neighborhood which
is contained in such a neighborhood of the P -cusp, therefore we can use such a
neighborhood to glue ZC to [G]FG .

Finally, if ZC ⊂ [G]FP and ZC ⊂ [G]FQ for two different maximal parabolics,

there is a smaller parabolic R ⊂ P ∩Q such that ZC ⊂ [G]FR, and a neighborhood
of ZC in [G]FR is contained in a neighborhood of the R-cusp whose preimage in
R(k)\G(A) injects into both P (k)\G(A) and Q(k)\G(A), and into [G]. Thus, the
way that ZC is glued to [G] does not depend on the choice of maximal parabolic P
or Q.

Definition 13.4.3. The (partial) compactification [G]F described above, where F
is a fan supported on a−, will be called the equivariant toroidal compactification
attached to F . If F = a−ss, it will be denoted by [G]RBS , for reductive Borel–Serre
compactification. (It is a partial compactification if aG is nontrivial.)

Remark 13.4.4. The equivariant toroidal compactifications are not related to the
“toroidal compactifications” of locally symmetric spaces, defined by Ash–Mumford–
Rapoport–Tai in [AMRT75]. However, the name is appropriate as they are have
the local structure of toric varieties.

13.5. Reduction theory in the general case

We will now use the split case to deduce the general theorem of reduction
theory. The main tool will be the compactification [G]RBS of Definition 13.4.3, and
the fact that “it is defined over k”, in the following sense:

Proposition 13.5.1. Let G be a connected reductive group over k, and let k ↪→ l
be a Galois extension, with Galois group Γ, such that G splits over l. Then, the
action of Γ on [Gl] extends continuously to the RBS compactification [Gl]

RBS.

Proof. The basic ingredient of the proof is that the boundary degeneration [G]B is
“defined” over k, in the sense that [Gl]B admits a canonical action of Γ. The reason
is that the flag variety B of G is defined over k, even if G has no Borel subgroups
over k. Recall that B(l)\G(Al) = B(l) ×G(l) G(Al), so it has a natural action of
Γ. This action descends to [Gl]B (= the quotient of B(l)×G(l) G(Al) by the group
bundle of unipotent radicals over B(Al)).

The same holds for the partial flag varieties of the form P\G, except that
one has to group them into associate classes: Two conjugacy classes of parabolics
are called associate if they have conjugate Levi subgroups. An associate class
A of parabolics is a variety defined over k, such that Al splits into a disjoint
union of conjugacy classes Pi of parabolics. Thus, we have a well-defined action
of Γ on tiPi(l), and from this we obtain a well-defined action of Γ on the union
tiPi(l)\G(l), or the union of boundary degenerations ti[Gl]Pi .

Using these facts, it is not hard to see that the Γ-action extends to [Gl]
RBS ;

we leave the details to the reader. �
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If, now, G is a reductive group over k, and k ↪→ l is a Galois extension, with
Galois group Γ, such that G splits over l, we have an embedding [Gk] ↪→ [Gl]

Γ ↪→
([Gl]

RBS)Γ.

Proposition 13.5.2. If P is a conjugacy class of parabolics in Gl, and [Gk] has
an accumulation point in the P-cusp of [Gl]

RBS, then P has an element P defined
over k. Moreover, there is a neighborhood V of the P -cusp of [Gl]

RBS such that

πG(Ṽ ) ∩ [Gk] = πG(Ṽ ∩ P (k)\G(A)), where πG is the map of (13.4.1.1).

Proof. The statement is local over the P -cusp, so it is enough to replace “neigh-
borhood of the cusp” by “neighborhood of a compact subset of the cusp”. Let V to
be any Γ-stable neighborhood in [Gl]P of a compact subset of accumulation points
of [Gk] in the P -cusp, satisfying the conclusion of the injectivity statement (I) of

Theorem 13.4.2. If [g] ∈ [Gk] is a point in πG(Ṽ ) by the injectivity property, and

the stability of V , g under Γ, the preimage g̃ of g in Ṽ is also Γ-stable. But

g̃ ∈ P (l)g ∈ P(l)×G(k) G(Ak) ⊂ P(l)×G(l) G(Al) = P (l)\G(Al),

hence the Galois action on the subset P(l) ×G(k) G(Ak) mapping to [Gk] comes
entirely from its action on P(l) (more precisely, on A(l), where A is the union
of associate classes to P). Thus, the existence of a Γ-fixed point on P (l)\G(Al),
mapping to [Gk], implies that P(k) 6= ∅, and g ∈ [Gk]P . �

Theorem 13.5.3. Let G be a reductive connected group over k, and P ⊂ G a
(class of) parabolic(s).

(C): [G] is compact iff G is anisotropic (i.e., does not contain any split
torus).

(I): Every compact subset of the P -cusp in [G]P has a neighborhood V such

that πG|Ṽ is injective, where Ṽ is the preimage of V in P (k)\G(A).
(S): Every [AG]-invariant neighborhood of the degenerate P -cusp in [G]P

(where AG is the maximal split torus in the center of G) can be scaled to

a neighborhood V such that πG|Ṽ is surjective, where Ṽ is as above.

Proof. Again, having addressed the case of tori in Proposition 13.1.8, we will now
assume that G is semisimple; the combination of the two to address the general
case is left to the reader.

We start with (C): Let k ↪→ l be a Galois extension, with Galois group Γ, such
that G splits over l. Then, we have a closed embedding [Gk] ↪→ [Gl]

Γ. If [Gk] is not
compact, then it has a Γ-stable accumulation point in some boundary component
(some P -cusp) of [Gl]

RBS . By Proposition 13.5.2, it must have a proper parabolic,
which contradicts the assumption that G is anisotropic over k.

For (I), there is nothing to prove, since by embedding again [Gk] ↪→ [Gl], the
statement follows from the corresponding statement for split groups, contained in
Theorem 13.4.2.

Now we pass to (S). The same argument as in the split case reduces us to the
case of split semisimple rank one. Thus, we assume that G has a unique class of
proper parabolics P over k. Since P is minimal, by the statement (C) applied to
its Levi quotient L, its cusp will be compact, and therefore the neighborhoods of
the P -cusp coincide with the neighborhoods of the degenerate P -cusp. If, again,
l is a splitting field as above, and V is any small neighborhood of the P -cusp in
[Gl]P satisfying the conclusion of Proposition 13.5.2, the proposition shows that,
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on one hand, [Gk]r πG(Ṽ ) is relatively compact, and on the other P (k)\G(A)∩ Ṽ
surjects onto [Gk] ∩ πG(Ṽ ). Thus, there is an AP (A)-scaling V ′ of V ∩ [Gk]P such

that πG(Ṽ ′) = [Gk]. �

Now we draw some corollaries from Theorem 13.5.3: the finiteness of class num-
bers, and a more classical formulation, saying that [G] can be covered by domains
of a particular form, called Siegel sets.

Definition 13.5.4. A fundamental domain for the action of a discrete subgroup Γ
on a locally compact group G is an open subset D of G such that no two points of
D are in the same Γ-orbit, and such that G = ∪γ ∈ ΓγD̄.

A fundamental set Ω for Γ\G is a subset of G such that Γ · Ω = G and the set
{γ ∈ Γ|γΩ ∩ Ω 6= ∅} is finite.

Definition 13.5.5. Let P ⊂ G be a minimal parabolic subgroup, and fix a max-
imal compact subgroup K ⊂ G(A) satisfying the Iwasawa decomposition G(A) =
P (A)K. A Siegel set is a subset of G(A) of the form: ΩAεK, where:

• Ω is a compact subset of P (A);
• Aε ⊂ AP (k∞) (or, in the number field case, Aε ⊂ AP (R)0, where R ↪→ k∞

is the diagonal embedding) is the subset of those elements t satisfying
|eα(t)| > ε > 0 for all positive roots α. 2

Then, a corollary of Theorem 13.5.3 is:

Theorem 13.5.6. (1) For every compact open subgroup J ⊂ G(Af ), the
number of G(k∞)-orbits on [G]/J is finite.

(2) There exists a Siegel set which is a fundamental set for [G].

Proof. Let P ⊂ G be a minimal parabolic, and K ⊂ G(A) a maximal compact
subgroup satisfying the Iwasawa decompositionG(A) = P (A)K. Using the Iwasawa
decomposition, the question is reduced to the question of P (k∞)-orbits on [P ]/JP ,
where JP is an open compact subgroup of P (Af ). If P → L → Lab are the Levi
quotient of P and its abelianization, a torus, the problem is easily reduced from P
to L by means of Proposition 13.1.3, from L to Lab by means of the compactness
of [L′], where L′ is the derived subgroup of L (Statement (C) of Theorem 13.5.3),
and the case of Lab is Proposition 13.1.8.

For the second statement, first choose a compact subset Ω ⊂ P0(A), such that
U(k)Ω ⊃ U(A)Ω (possible by Proposition 13.1.3), and U(A)AP (k∞)Ω = G(A) (or,
respectively, U(A)AP (R)Ω = G(A) — this is possible by the compactness of [L′],
and the finiteness of the class number for tori, Proposition 13.1.8, applied to Lab.

The surjectivity, now, of a subset of the form ΩAεK onto [G] follows from
Statement (S) of Theorem 13.5.3. �

Remark 13.5.7. By Theorem 13.5.6, the G(k∞)-space [G]/J is a finite disjoint
union ⊔

i

Γi\G(k∞),

where Γi = g−1
i G(k)gi ∩ JG(k∞), for gi ranging over a set of representatives of the

G(k∞)-orbits, is a discrete congruence subgroup.

2More generally, one can specify different values of ε for different roots.
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13.6. Weak and strong approximation.

Definition 13.6.1. We say that a (geometrically integral) variety X over k satisfies
weak approximation if:

For every finite set of places S, X(k) is dense inXS =
∏
v∈S X(kv).

Equivalently, if:

X(k) is dense in
∏
vX(kv)

the product taken over all places.
We say that X has the property of weak approximation away from a finite set

of places Σ if this property holds with the product taken over all places outside of
Σ. For instance, if Σ =∞ and an integral model (i.e. the structure of an o-scheme,
where o is the ring of integers in k) is given, then weak approximation outside of Σ
means that for every finite set of finite places S, every integer N and every set of
points (xv ∈ X(kv))v∈S we can find x ∈ X(k) such that x ≡ xv mod pNv .

We have:

Theorem 13.6.2 (Kneser, Platonov). Let G be semisimple simply connected or
adjoint. Then G satisfies weak approximation.

Proof. See [PR94, Theorem 7.8]. �

There are many more examples of groups which satisfy weak approximation,
for instance GLn. (Proof: GLn,S is open in Matn,S and carries the induced topol-
ogy, so since Matn satisfies weak approximation, so does GLn.) In fact, any split
reductive group, being a rational variety (by the Bruhat decomposition), satisfies
weak approximation. However, weak approximation can fail already for tori:

Example 13.6.3. Let L = Q(
√
−1,
√

2), and let T be the kernel of the norm map
L× → Q×, considered as an algebraic torus over Q. Then, the closure of T (Q) has
index 2 in T (Q2); see [PR94, p.423].

Definition 13.6.4. We say that a variety X satisfies strong approximation away
from a finite set of places Σ if:

X(k) is dense in XΣ = X(AΣ).

Sometimes if Σ = ∞ we say that X satisfies strong approximation without men-
tioning Σ. Hence, strong approximation (away from ∞) is a strengthening of the
statement “class number = 1”. Notice that the above condition is much stronger
than being dense in

∏
v(kv), because the topology on the adeles is finer than the

induced topology from
∏
v(kv). For instance, if G = GLn and Σ = ∞ then the

property reads: For every set S of finite places and for all (xv ∈ kv)v∈S there exist
S-integers in k× (i.e. elements of k×∩

∏
v∈S∪∞ k×v

∏
v/∈S∪∞ o×v ) which approximate

(xv)v∈S .

A slightly weaker version of the following theorem was proven by Kneser:

Theorem 13.6.5 (Platonov, Prasad). Let G be an algebraic group over a global
field k, and let Σ be a finite set of places. Then, G satisfies strong approximation
outside of Σ if and only if G is connected and simply connected (in particular,
semisimple), and there is no simple component G1 ⊂ G over k such that G1(kΣ) is
compact.
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Proof. See [PR94, §7.4] for number fields, and for the “only if” statement. Prasad
proved the function field case in [Pra77]. Let us only outline an elementary proof
in the case of SLn, for any nonempty set of places Σ: In this case, for any place v,
the group SLn(kv) is generated by the elementary subgroups I + kvEij (where Eij
is the matrix with 1 in the (i, j)-th entry, and zero otherwise), and by the case of
the additive group, Proposition 13.1.3, I + kEij is dense in I + AΣEij . Therefore,
SLn(k) is dense in SLn(AΣ). �

Notice that this statement implies, in particular, that SLn(Z) is dense in

SLn(Ẑ), i.e. the map: SLn(Z) → SLn(Z/n) is surjective for every n. Such a result
is certainly not true for the multiplicative group, for instance: Z× does not surject
onto (Z/5)×.

Example 13.6.6. Here is an example for the failure of strong approximation:
Assume that G is a linear algebraic group, and Σ is a finite, nonempty set of places
such that G(kΣ) is compact. Since G(k) is discrete in G(A) = G(AΣ)×G(kΣ), and
G(kΣ) is compact, it follows that G(k) is discrete in G(AΣ), and therefore it is not
dense.

13.7. The class number of a reductive group

Definition 13.7.1. Let G be a linear algebraic group over the ring of integers o of a
number field k, or over the integers of a function field away from a non-empty set of
places that we will denote as k∞. The cardinality of the setG(k)\G(Af )/

∏
v 6=∞G(ov)

is the class number of G.

The class number is always finite, by Theorem 13.5.6. Here, we will use strong
approximation (definitely a deeper fact than reduction theory) in order to get a
more precise calculation of the class number in several cases.

Proposition 13.7.2. Assume that the derived group G′ of G is simply connected,
and does not contain any factor G′1 over k with G′1(k∞) compact. Let Gab be the
abelianization of G, K ⊂ G(Af ) a compact open subgroup, and Kab the image of
K in Gab.

Then, the double quotients G(k)\G(Af )/K and Gab(k)\Gab(Af )/Kab are in
bijection, under the natural map G(Af )→ Gab(Af ).

In particular, the class numbers of G and Gab coincide.

Proof. By Theorem 9.3.2, the Galois cohomology H1(kv, G
′) is trivial for any finite

place v, therefore the map G(A)→ Gab(A) is surjective.
Similarly, by Theorem 9.4.3, the Galois cohomology H1(k,G′) injects into

H1(k∞, G) :=
∏
v|∞H1(kv, G) (actually, surjects, by Proposition 9.4.4, but we

won’t use that).
Hence, we have exact sequences G(k) → Gab(k) → H1(k∞, G

′) and G(A) →
Gab(A)→ H1(k∞, G

′), compatible with the embeddingsG(k)→ G(A) andGab(k)→
Gab(A), and, in particular, sinceGab(Af ) lies in the kernel of the map toH1(k∞, G

′),
the images of G(k) and Gab(k) in Gab(Af ) are equal.

Thus, the fiber [...]
Therefore, the quotients G(k)\G(Af )/K and Gab(k)\Gab(Af )/Kab are in bi-

jection. �
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Notice that this gives a group structure to the double quotient G(k)\G(Af )/K
and, in particular, we can talk about the class group of G. More generally,

Proposition 13.7.3. [PR94, Proposition 8.8]

Proof. �

Definition 13.7.4. If G satisfies the conditions of Proposition 13.7.3, the double
quotient G(k)\G(Af )/

∏
v 6=∞G(ov), with the group structure inherited from this

proposition, is the class group of G.

For more general reductive groups, we can analyze their class number/group
with the help of z-extensions:

Definition 13.7.5. A z-extension of a reductive group G is a short exact sequence
of algebraic (necessarily reductive) groups

1→ T → G̃→ G→ 1,

where T is an induced torus (Definition 7.1.3), and the derived group of G′ is simply
connected.

Proposition 13.7.6. Any reductive group over a field k admits a z-extension.

Proof. �

[To be continued: describe the class group of G in terms of the class group of

G̃ab, where G̃ is a z-extension.]

13.8. Tamagawa numbers

13.8.1. Motivating example I. Consider the group SL2/Q, on which we have
an invariant algebraic differential ω = dxdydz/x, where we are realizing SL2 as

matrices of the form

(
x y

z 1+yz
x

)
. As such we obtain an invariant measure µ∞ = |ω|

on the Lie group SL2(R). Since the quotient SL2(Z)\SL2(R) is of finite volume, we
may try to consider the measure induced by µ∞ on it, and compute its mass. And,
it turns out we get the number ζ(2) = π2/6.

On the other hand we may consider the p-adic analogues: consider the group
SL2(Qp), and we form µp = |ω|p = |dxdydz/x|p (in the following we drop the
subscript p for simplicity), which we understand as a real-valued measure by setting
dx(Zp) = 1. Now, we compute the mass of SL2(Zp) under µp. Consider the
subgroup 1 + pMat2(Qp): it has mass 1/p3 by our measure since it coincides with
(1+pZp)×(pZp)2 in coordinates (x, y, z). Also, this subgroup is open compact, with
number of coset representatives equal to |SL2(Fp)| = p(p2−1). So we conclude that
µp(SL2(Zp)) = 1 − p−2, seemingly miraculous to coincide with the reverse of the
Euler factor of ζ(2) at p! Hence, we see that µ∞(SL2(Z)\SL2(R))·

∏
p µp(SL2(Zp)) =

1.
A nice way to (partly) reformulate our computation is that, when we use the

measure
∏
v µv on SL2(A), the mass of the compact quotient SL2(Q)\SL2(A) '

SL2(Z)\SL2(R) ×
∏
p SL2(Zp) is 1. This example is in fact almost general enough

to the classical definition of the Tamagawa measure and the attached Tamagawa
number, being the generalization of

∏
v µv and the mass of G(Q)\G(A) when G is

semisimple.
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13.8.2. Motivating example II. Now consider the group SO2/Q, or more pre-
cisely the special orthogonal group for the rational quadratic form Q(x, y) = x2+y2.

We realize SO2 as matrices of the form

[
a −b
b a

]
where a2 + b2 = 1, and one can

check that the algebraic differential ω = da/b is invariant.
Now we can imitate the previous example: for real points, SO2(R) is already

compact, and the mass is∫
(a,b)∈S1

∣∣∣∣dab
∣∣∣∣
∞

= 2

∫ 1

−1

dx√
1− x2

= 2π.

Next for a prime p 6= 2, we consider the group SO2(Qp) and µp = |ω|p = |da/b|p,
with the group being identified as {(a, b) ∈ Q2

p : a2 + b2 = 1}. We use again the
trick of reduction (which is available as the quadratic form is integral): the map
SO2(Zp)→ SO2(Fp) is surjective, as when p 6= 2 the derivatives of Q doesn’t vanish
and we may employ a Hensel-lemma type of argument. Furthermore, the kernel of
the reduction map is same as SO2(Zp) ∩ 1 + pMat(Zp), which is parametrized by
b ∈ pZp, and hence on it |da/b|p = | − db/a|p = |db|p, and hence the mass of the

kernel is equal to 1/p. Next we count |SO2(Fp)|. When
√
−1 ∈ Fp we see the group

is the same as {(a, b) ∈ Fp : (a+ ib)(a− ib) = 1}, which is in bijection with F×p by

the map (a, b) 7→ a + ib. So the number is p− 1. When
√
−1 /∈ Fp denote q = p2.

We then have an embedding

SO2(Fp)→ F×q (a, b) 7−→ a+ ib,

the image being identified with u ∈ F×q having norm 1. Now again using p 6= 2 we

can show the norm map F×q → F×p is surjective, and hence |SO2(Fp)| = p2−1
p−1 = p+1.

So in summary, when p 6= 2 the mass of SO2(Zp) is 1 − χ(p)/p, where χ(p) is the
Legendre symbol (−1

p ).

At p = 2, one can carry out a small computation to verify that the mass is
1 = 1/2 · 2 again using reduction (albeit not surjective). Thus we did all the local
computations.

Finally to put everything together, we see that, while
∏
p 6=2(1− χ(p)/p) is not

absolutely convergent, we may “equate” it to the reverse of 1−1/3+1/5−1/7+· · · =
π/4 by the formula of Leibniz. And by multiplying with the mass at ∞ we get 8.
To convert this to our reformulation as before, it asserts that, if we define the
Tamagawa measure µ = 1

L(1,χ)µ∞ ·
∏
p Lp(1, χ)µp to ensure the convergence, then

it becomes a measure on SO2(A), and the mass of SO2(Q)\SO2(A) ' SO2(R)/µ4×∏
p SO2(Zp) is 2.

13.8.3. Volume forms and measures. To a top algebraic differential on a linear
algebraic group we want to attach a measure on its points over a local field.

Definition 13.8.4. The standard Haar measure dx on A is the measure that assigns
volume 1 to the quotient A/k. The standard multiplicative Haar measure on A× is
the measure dx

|x| .

Remark 13.8.5. The standard Haar measure on A can be factorized as
∏
v dxv,

where dxv is a Haar measure on kv. Although there is no “canonical” Haar mea-
sure on kv, there is a standard choice that one can make, which at every non-
Archimedean completion with discriminant Dv over the base field (Qp or Fp(t))
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assigns mass |Dv|−
1
2 to the ring of integers ov, at real places is the usual Lebesgue

measure, and at complex places is twice the usual Lebesgue measure.

Definition 13.8.6. Let F be a local field, endowed with a Haar measure dx, and let
X be a smooth algebraic variety of dimension n over F . Let ω be a volume form on
X. The absolute value of the volume form ω is the measure |ω| which, in any open
chart (U, (xi)i), that is, an open subset (in the F -topology) U ⊂ X(F ) endowed
with a set of algebraic coordinates x1, . . . , xn, if ω is written as f(x)dx1∧ · · ·∧dxn,
then |ω||U is equal to the measure |f(x)|dx1 · · · dxn.

By “a set of algebraic coordinates” we mean a set of algebraic functions x1, . . . xn,
which are regular at all points of U , and such that the volume form ω′ = dx1∧· · ·∧
dxn is nowhere vanishing on U ; hence, the quotient ω

ω′ is a rational function that
is regular at all points of U . The definition, of course, presupposes that the mea-
sure |f(x)|dx1 · · · dxn does not depend on the coordinates chosen, which is easily
checked. See also Weil’s [Wei82].

When X is a smooth scheme over the ring of integers o of a non-Archimedean
field, with “standard” choices of measures, this measure is just counting points over
the residue field:

Lemma 13.8.7. Suppose that X is a smooth scheme of dimension n over the ring
of integers o of a non-Archimedean field F , with residue field Fq. If ω is a volume
form on X that is defined over o and residually non-vanishing, then∫

X(o)

|ω| = q−n#X(Fq),

when |ω| is defined with respect to the measure on F that assigns mass 1 to o.

Proof. By smoothness (Hensel’s lemma), the map X(o) → X(F) is surjective, so
we need to show that the preimage of every point in X(Fq) has mass equal to q−n.

By smoothness, locally on X, there is an embedding X ↪→ Aro, where Aro
denotes affine r-space over o (whose coordinates we will denote by xi), and a set of
r − n equations fn+1, . . . , fr, such that dfn+1 ∧ · · · ∧ fr is nowhere vanishing, such
that X is the zero locus of the fi’s. By Hensel’s lemma, the map X(o) → X(F)
is surjective, and for any point x = (xi)i ∈ X(o), the points with coordinates
(x1 +p, x2 +p, . . . , xn+p) lift uniquely to X(o). This defines a bijection from pn to
the residual neighborhood of x; moreover, ω can be written as a nowhere vanishing,
integral multiple of dx1 ∧ · · · ∧ dxn, hence |ω| = dx1 · · · dxn. Therefore, the volume
of this neighborhood is

∫
pn
dx1 · · · dxn = q−n. �

Now, we discuss volume forms on algebraic groups.

Lemma 13.8.8. If G is an algebraic group over a field k, then G has a unique,
up to scaling, nonzero right-invariant volume form ωRG, and a unique, up to scalar,
nonzero left-invariant volume form ωLG. There is a character ∂G : G → Gm such
that, if ωRG is a right-invariant volume form on G, then ωRG(ag) = ∂G(a) ·ωRG(g), or

equivalently, ∂G is the quotient
ωRG
ωLG

between a right- and a(n appropriately scaled)

left-invariant volume form.
If G is reductive, unipotent, or projective (i.e., an abelian variety), then ∂G = 1,

i.e., left- and right-invariant volume forms coincide.
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Proof. Take a nonzero vector from ∧dim(G)g∗ at the identity, and translate it
by right- or left-multiplication. As such we obtain a left- (resp. right-)invariant
nonvanishing global section ωLG (resp. ωRG) trivializing the sheaf of volume forms:

∧dim(G)ΩG/k = OG · ωLG = OG · ωRG. Immediate from this:

• The quotient ωLG/ω
R
G is an invertible global function.

• The set of left-(right-) invariant differentials is a one dimensional k-subspace.

The action of G by left translations on the one-dimensional space of right-
invariant sections of ∧dim(G)ΩG/k defines the algebraic character ∂G : G→ Gm. It
is easily checked that ∂G is the character of the left coadjoint representation of G
on the one-dimensional space

∧top
g∗.

Unipotent algebraic groups do not have nontrivial algebraic characters, by the
Jordan decomposition. For an abelian variety there is no nontrivial character since
it only has constant global functions. In the reductive case, because roots come in
opposite pairs, the determinant of the coadjoint representation is trivial on semisim-
ple elements, hence (by density of semisimple elements) on the entire group. �

Definition 13.8.9. A left- or right- invariant volume form on an algebraic group G
is called a (left- or right-) Haar volume form. The character ∂G of Lemma 13.8.8 (or,
abusing the notation when G is over F , its absolute value on G(F ), δG(g) = |∂G(g)|)
is called the modular character of G.3 The group G(F ) is unimodular if δG = 1.

13.8.10. Definition of Tamagawa measure. An interesting feature of adelic
groups is that they come with canonical measures. The idea of the definition is as
follows: Given an algebraic group G over a global field k, a (left- or right-)invariant
volume form ω gives rise to a measure µv = |ω|v at every place, and we will set
µ =

∏
v µv on G(A), the Tamagawa measure. If the definition makes sense, it

will be independent of the choice of ω, because any other invariant volume form
is of the form aω with a ∈ k×, and |aω| = |a| · |ω| = |ω|, by the product formula.
Still, this definition needs some caution, because of the Euler product; we need
to make sure that

∏
v µv is finite on compact subsets of G(A). This amounts to

making sense of the partial Euler product
∏
v/∈S G(ov), where S is a finite number

of places, including the Archimedean ones and we are fixing a model for G over the
S-integers oS . Taking S large enough, we may assume that G is a reductive group
scheme over oS .

If G is a reductive group scheme over ov, the volume of G(ov) is expressed in
terms of the motive of G,4 see [Gro97]:

Definition 13.8.11. Let G be a connected reductive group defined over a field
k, with absolute Galois group Γ. Let T be the universal Cartan of G (Definition
7.5.5), with absolute Weyl group W and absolute cocharacter group X∗,ks(T ). Set
c = t //W , where t = X∗,ks(T )⊗Q, where T is a maximal torus, and notice that it
contains a distinguished point 0 ∈ c, the image of 0 ∈ t.

We define M∨G(1) = the tangent space V = T0c as a vector space, considered
as a graded Q-vector space with the grading descending from the Gm,Q-action on

3The convention in Bourbaki is the opposite one: left over right; however, right over left is
the standard definition of the modular character in more recent literature.

4For everything that follows, the reader can interpret “motive” as “`-adic Galois representa-

tion”, for the decomposition group at a non-Archimedean place of residual degree q = pr, p 6= `.
The Tate motive Z(1) corresponds to the module lim←

n
µ`n on which the Frobenius morphism

acts as multiplication by q
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t∗, and as a Γ-module by M∨G(1) =
⊕

d Vd(d), i.e., the twist of the natural Γ-
action on V by the d-th power of the Tate motive on the d-th graded piece. We
define the motive of G to be the motive MG, defined as the notation suggests, i.e.,
MG = (M∨G(1))∨(1) =

⊕
d V
∨
d (1− d).

Proposition 13.8.12. Let G be a reductive group scheme over the valuation ring
o of a local non-Archimedean field F with residue field Fq, and let ω be an invariant
volume form on G, defined over o and residually non-vanishing. Then,

(13.8.12.1)

∫
G(o)

|ω| = |G(Fq)|/qdim(G) = L(M∨G(1))−1 = det(I −F|M∨(1)),

where F is the geometric Frobenius morphism (acting by q−1 on Q(1)).

Note that, under the assumption that G is reductive over o, the action of Γ on
M∨(1) is unramified.

Proof. The equality of the integral with |G(Fq)|/qdim(G) is Lemma 13.8.7, and the
number of points over the finite field is a result of Steinberg [Ste68, p79]. [This
is an important result with number-theoretic consequences; its proof should be
added.] �

Proposition 13.8.13. Let G be a connected, reductive group over the global field
k, and let ω be a nonzero right-invariant volume form on G over k. Fix a finite
set S of places, including the Archimedean ones, a reductive model for G over the
S-integers oS, such that the form ω is integral and residually nonvanishing, and a
factorization dx =

∏
v dxv of the standard Haar measures on A (Definition 13.8.4)

such that dxv(ov) = 1 for v /∈ S. Then:

(1) The partial L-function

LS(M∨(1), s) =
∏
v/∈S

det(I − q−sv Fv|M∨(1))−1

admits a meromorphic continuation to s = 0, with pole of order equal to
the k-character group of G.

(2) The Haar measure µTam on G(A), which assigns to an open neighborhood
U =

∏
v Uv of the identity, with Uv = G(ov) for v /∈ S the value

µTam(U) =

∏
v∈S |ω|v(Uv)
LS(M∨(1))∗

,

where LS(M∨(1))∗ is the leading coefficient of the Laurent expansion of
LS(M∨(1), s) at s = 0, is independent of the volume form ω, the set of
places S, or the integral model of G over oS.

Proof. By the definition of M∨(1), the L-function L(M∨(1), s) is a product of
Artin L-functions evaluated at the points s+ d, where d varies over the fundamen-
tal invariants of the group; thus, s = 0 corresponds to a point in the domain of
convergence of the Euler product, except for the factor with d = 1, which corre-
sponds to the linear invariants z ↪→ c, where z ⊂ t is spanned by the cocharacters
into the center of G. The order of pole is equal to the multiplicity of the trivial
representation in z, which is equal to the order of the k-character group of G.

The second statement follows from Proposition 13.8.12 and the product for-
mula: adding more places to the set S will multiply the numerator and the de-
nominator by the same factor; this depends only on the reductivity of the integral
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model away from S; and, any other invariant volume form is equal to c ·ω for some
c ∈ k×; for it to be also integral and residually nonvanishing over oS , we must have
c ∈ o×S , and then the product formula shows that

∏
v∈S |cω|v =

∏
v∈S |ω|v. �

Definition 13.8.14. The Tamagawa measure on G(A) (or on [G]) is the measure
µTam of Proposition 13.8.13 (resp., its descent to [G]).

The Tamagawa number of G is the number

(13.8.14.1) τ(G) = AvgVol([G], µTam) = limc→∞
µTam(log−1(cB))

Vol(cB)
,

where log : [G] → aG = Hom(G,Gm)∨ ⊗ R is the logarithmic map defined as in
(13.2.6.1), B is the unit ball of any norm on the real vector space aG, and Vol(cB)
is taken with respect to the measure on aG which assigns covolume 1 to the lattice
Hom(G,Gm)∨.

Remark 13.8.15. This definition is usually expressed in terms of the volume of
[G]1 = {g ∈ [G]|∀χ ∈ Hom(G,Gm), |χ(g)| = 1}, which one endows with the Haar
measure µ′Tam such that the measure µTam on [G] factorizes as∫

[G]

µTam =

∫
aG

(

∫
[G]1

µ′Tam)dx,

with dx the same measure on aG as in the definition, see [Oes84]. In the case of the
function field of a curve over a finite field with q elements, the image of [G] in aG is
not the entire space, but just the lattice log q ·Hom(G,Gm)∨, and the above integral
over aG should be replaced with a sum over that lattice, multiplied by log q. The
definition with “average volume” unifies the number field and function field cases,
and provides a more conceptual way to understand the regularization procedure,
whereby the infinite LS(M∨(1), 0) is replaced by its leading coefficient LS(M∨(1))∗:
formally, we are computing the volume of the entire space [G] with respect to a
measure defined using the infinite quantity LS(M∨(1), 0). The “infinities” of the
space [G] and this quantity are “of the same order”, and cancel each other.

13.8.16. The Tamagawa number conjecture.

Theorem 13.8.17 (Conjecture of Weil, theorem of Langlands-Lai-Kottwitz). For
any simply connected semisimple linear algebraic group G over a global field, τ(G) =
1.

Proof. The proof of Weil conjecture over number fields, to name the most promi-
nent contributions, was started by Langlands using Eisenstein series, generalized
by King Fai Lai, and completed by Kottwitz in [Kot88]. Strictly speaking, the
proof was not fully finished by Kottwitz’s Annals paper, as it relies on the the
Hasse principle due to works of Kneser and Harder, who proved it only for groups
without E8 factors. Its complete resolution only came after Chernousov proved
the Hasse principle for E8 in his 1989 paper. Over function fields, a completely
different proof was given by Gaitsgory and Lurie [GL]. �

As a corollary, we state the following.

Theorem 13.8.18 (Ono-Sansuc). For any semisimple linear algebraic group G

over a global field E, let G̃ → G be its simply connected cover over the same field
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and M the kernel. Then

τ(G) =
|X∗(M)ΓE |
|Sha(X∗(M))|

=
|Pic(G)|
|Sha(G)|

,

where for a ΓE-module A (where ΓE = Gal(Ē/E) for a separable closure Ē),
Sha(A) denotes the obstruction group ker(H1(E,A) →

∏
v: places of E H

1(Ev, A)),

and Sha(G) = Sha(G(Ē)).

Proof. That the first equality is a corollary of the Tamagawa number conjecture
is proved by Ono in [Ono65]. The second equality is due to Sansuc in [San81].
In Kottwitz’s final paper [Kot88] the formula takes a slightly different form, and
its relation to the formula of Sansuc is explained in [Kot84]. Of course, we should
also be able to specialize to 13.8.17. And this follows from Sansuc’s formula and

• Pic(G) = 1 if G is simply connected [Mil17, Cor. 18.24].
• The Hasse principle mentioned above, due to Kneser, Harder, Chernousov.

�

13.8.19. Application: The Smith–Minkowski–Siegel mass formula for
quadratic forms.

Definition 13.8.20. Let R be a commutative ring. A quadratic module over R is
an R-module Λ equipped with a quadratic form, i.e., a map q : Λ→ R such that

(1) The map Λ×Λ→ R given by (λ, λ′) 7→ q(λ+λ′)−q(λ)−q(λ′) is R-bilinear.
(2) q(rλ) = r2q(λ) for any λ ∈ Λ and r ∈ R.

We will consider quadratic modules as a groupoid, that is, a morphism of quadratic
modules (Λ1, q1), (Λ2, q2) is an isomorphism of R-modules T : Λ1

∼−→ Λ2 with
T ∗q2 = q1. The automorphism group of of (Λ, q) is its orthogonal group, denoted
by Oq(R).

Remark 13.8.21. The base change Λ ⊗R R′ of a quadratic module (Λ, q) to an
R-algebra R′ is a quadratic module. When R is finitely generated, the functor
R′ → Oq(R

′) is represented by a closed subgroup scheme of GLΛ over R.

We will be writing q1
R′∼ q2 to denote that two quadratic forms are isomorphic

over an R-algebra R′.

From now on we work, without extra mentioning, with quadratic forms on
Z-lattices, i.e., finitely generated free Z-modules. The lattice will sometimes be
implicit in the notation.

Definition 13.8.22. The genus of a quadratic form q over Z is the class of all

quadratic forms q′ that q
Zp∼ q′ for all primes p and q

R∼ q′.

We will consider the genus as a groupoid, as well, with respect to Z-equivalence.

Theorem 13.8.23 (Hasse principle). Let q and q′ be two quadratic forms over Q,
then q is equivalent to q′ over Q if and only if q and q′ are equivalent over Qp for
all primes p and equivalent over R.

Proof. See [Ser73, p.44]. Note that this is not a direct corollary of the general
Hasse principle of Theorem 9.4.3, since �
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Remark 13.8.24. Suppose q and q′ are in the same genus. Notice that since q and
q′ are equivalent over Zp, then they are also equivalent over Qp through extension
of scalars. Then by Hasse principle, they are also equivalent over Q.

Proposition 13.8.25. Fix an integral quadratic form (Λ, q) and let G = Oq be
its orthogonal group. For any (Λ′, q′) in the genus of q, there exists, by definition,
α ∈ IsomẐ×R(Λ,Λ′) such that q = α∗q. By the Hasse principle, there also exists

β ∈ IsomQ(Λ,Λ′) such that q = β∗q′. The composition γ = β−1 ◦ α is then an
element of G(A).

The coset of γ in G(Q)\G(A)/G(Ẑ × R) does not depend on choices, and the
map q′ 7→ [β−1 ◦ α] induces an equivalence of groupoids5

(13.8.25.1) {genus of q} ←→ G(Q)\G(A)/G(Ẑ× R).

Proof. Since q = α∗q′ and q = β∗q′, we get q = γ∗q, so γ ∈ G(A). Any other

isomorphism between q′ and q over Ẑ×R, it is given by α◦σ for some σ ∈ G(Ẑ×R).
Similarly, any isomorphism between q′ and q over Q is given by β ◦ σ′ for some
σ′ ∈ G(Q). So, the class of β−1α in Y := G(Q)\G(A)/G(Ẑ × R) is well-defined,
defining a map m from the genus of q to the set Y .

Let us prove that the map m is a bijection of equivalence classes. For injectivity,
suppose first that m(Λ′, q′) is the coset of 1 ∈ G(A). This means that, by choosing α
and β appropriately, we can ensure that α = β ∈ IsomẐ×R(Λ,Λ′) ∩ IsomQ(Λ,Λ′) =

IsomZ(Λ,Λ′), hence q′
Z∼ q.

The general injectivity statement reduces to this case, by noticing that an
element β as above gives rise to an isomorphism β∗ : G′

∼−→ G over Q, where
G′ = Oq′ , hence to a bijection (actually, equivalence of groupoids) between the
corresponding double coset spaces Y and Y ′. Hence, for any two forms in the genus
of q with m(Λ′, q′) = m(Λ′′, q′′), we can replace q by q′ and apply the argument for
m(Λ′′, q′′) = 1.

For surjectivity, any γ ∈ G(A) defines a lattice Λγ = Λ ⊗ Q ∩ γ(Λ ⊗ (Ẑ ×
R)) ⊂ Λ ⊗ A. Note that q|Λγ takes values in Q ∩ Ẑ × R, i.e., (Λγ , q) is an integral
quadratic lattice. Moreover, picking β ∈ GLΛ(Q) such that β(Λγ) = Λ, and setting

α = βγ ∈ GLΛ(Ẑ× R), we see that (Λγ , q) corresponds to the class [γ] ∈ Y under
the above map — hence, the map m is surjective.

Finally, the automorphism group G(Z) of (Λ, q) is the automorphism group of 1
in the double coset space Y (viewed now as a groupoid). By the same argument as
above, using an element β to replace G by G′, the same applies to any form (Λ′, q′)
in the genus of q, i.e., G′(Z) is isomorphic (canonically up to inner automorphisms)
to the stabilizer of a representative in the class m(Λ′, q′). �

We now restrict our attention to (positive or negative) definite integral qua-
dratic forms, so that the automorphism group G(Z) is finite (being a discrete sub-
group in the compact Lie group G(R).

Definition 13.8.26. Given a definite quadratic form q, the mass of the genus of
q, denoted as m(q), is the weighted count of isomorphism classes of forms in the

5In other words, a bijection between equivalence classes, and an identification of automor-
phism groups (up to inner automorphism).



13.8. TAMAGAWA NUMBERS 179

genus, considered as a stack, i.e.,

m(q) =
∑
q′∈Xq

1

|Autq′|
=
∑
q′∈Xq

1

|Oq′(Z)|
,

where Xq denotes the set of isomorphism classes of elements in the genus of q.

The next proposition relates the mass of a genus to the Tamagawa number
τ(SOq) of the special orthogonal group.

Remark 13.8.27. For rings where 2 is a unit, or in odd dimensions, the special
orthogonal group is defined as the kernel of the determinant in Oq. In even dimen-
sions and 2 non-invertible, in order to obtain the correct definition (that is, the
reductive group scheme corresponding to the appropriate root datum), one needs
to define SOq as the kernel of the Dickson morphism Oq → Z/2, which in this case
is surjective, even in characteristic 2. The difference between the correct and the
“naive” definition does not play any role in what follows, because the Z2-points of
both are the same, but we will use the fact that [Oq(Z2) : SOq(Z2)] = 2 in every
case.

Proposition 13.8.28. Let q be a definite integral quadratic form in n variables,
n ≥ 2. The mass of the genus of q is equal to

m(q) = 2−1 τ(SOq)

µTam(SOq(Ẑ× R))
.

Proof. Let q′ be any element in Xq, and let γ ∈ Y := G(Q)\G(A)/G(Ẑ×R), where
G = Oq, be the element corresponding to q′ under the bijection in Proposition

13.8.25. Then Proposition 13.8.25 implies that Oq′(Z) = G(Ẑ×R)∩γ−1G(Q)γ and
thus we get

m(q) =
∑
γ∈Y

1

|G(Ẑ× R) ∩ γ−1G(Q)γ|
.

Let µ be any Haar measure on G(A), then µ also induces a measure on G(Q)\G(A),

which is invariant under the action of G(Ẑ× R). Thus G(Q)\G(A) can be written

as a union
⋃
γ∈Y Oγ where Oγ is the orbit of γ under the action of G(Ẑ×R). Since

each Oγ can be identified with (G(Ẑ× R) ∩ γ−1G(Q)γ)\G(Ẑ× R), we get

(13.8.28.1)
∑
γ∈Y

1

|G(Ẑ× R) ∩ γ−1G(Q)γ|
=
∑
γ∈Y

µ(Oγ)

µ(G(Ẑ× R))
=
µ(G(Q)\G(A))

µ(G(Ẑ× R))
.

To compute (13.8.28.1), let us first consider the analogue of it by substituting the
group scheme G by its subscheme SOq and compute

(13.8.28.2)
µ′(SOq(Q)\SOq(A))

µ′(SOq(Ẑ× R))

for µ′ a Haar measure. Moreover, if we take µ′ = µTam to be the Tamagawa
measure, then the numerator becomes the Tamagawa number of SOq, which we
denote by τ(SOq). Now compute (13.8.28.1) by comparing it with (13.8.28.2). Let
U ⊂ A× be the subgroup containing such elements u ∈ A× that u2 = 1, we then
obtain an exact sequence

1→ SOq(A)→ G(A)→ U → 1
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where the map from G(A) to U is the determinant map. Let µTam be the Haar
measure on SOq(A) and µ′′ be a Haar measure on U , then we can construct a Haar
measure µ on G(A) using µTam and µ′′ by setting

µ(W ) =

∫
u∈U

µTam(SOq(A) ∩ u−1W )dµ′′

for W ⊂ G(A) and u ∈ G(A) any element lying over u. Then since µ is compatible
with the other two Haar measures µTam and µ′′, we get

µ(G(Q)\G(A))

µTam(SOq(Q)\SOq(A))
= µ′′({±1}\U) =

µ′′(U)

2
.

Similarly, let V ⊂ U be the image of det |G(Ẑ×R), then

µ(G(Ẑ× R))

µTam(SOq(Ẑ× R))
= µ′′(V ) =

µ′′(U)

|U/V |
.

Thus we get

µ(G(Q)\G(A))

µ(G(Ẑ)× R)
=
|U/V |µTam(SOq(Q)\SOq(A))

2µTam(SOq(Ẑ× R))
=

|U/V |τ(SOq)

2µTam(SOq(Ẑ× R))

Now, we have |U/V | = 2k, where k is the number of primes p such that SOq(Zp) =
Oq(Zp). Thus, we get

m(q) =
µ(G(Q)\G(A))

µ(G(Ẑ× R))
= 2k−1 τ(SOq)

µTam(SOq(Ẑ× R))
.

Up to this point, the argument would apply, with obvious modifications, to any
connected or disconnected reductive group G. Finally, we claim that for every
prime p we have [Oq(Z2) : SOq(Z2)] = 2. This is immediate for p 6= 3 by the
existence of an orthogonal basis for every quadratic lattice [O’M71, §92]. For
p = 2, see [O’M71, §93], and also Remark 13.8.27. �

Remark 13.8.29. The Smith–Minkowski–Siegel mass formula says that τ(SOq) =
2, or, equivalently:

(13.8.29.1) m(q) =
1

µTam(SOq(Ẑ× R))
.

Ultimately, this is a special case of Theorem 13.8.18.

[To add: calculation of p-adic densities.]

13.9. Incarnations of the automorphic space: moduli of principal
G-bundles

Let G be a (smooth) affine algebraic group over a field F. By a (principal)
G-bundle over an F-scheme C we will mean a G-torsor P → C in the fpqc or
étale topology, that is, a G-equivariant sheaf (or, equivalently by fpqc descent, a
G-equivariant scheme) over C, such that there is a finitely presented, quasicompact

cover, or an étale cover C̃ → C, with a G-equivariant isomorphism

P ×C C̃ ' G× C̃.
That the two topologies give rise to the same objects follows from the smooth-

ness of G (and hence of any G-torsor), and the fact that smooth morphisms X → Y
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admit sections étale-locally. It is not, in general, true that an étale G-torsor is trivial
Zariski-locally.

However, this is often true when C is a curve. Let C be a one-dimensional,
reduced and irreducible scheme of finite type over F. Let k = F(C) be the function
field of the curve, A its ring of adeles, defined as the restricted tensor product, over
all closed points x of the curve, of the fields kx, and O :=

∏
x ox ⊂ A, the product

of the associated stalks of rings.
The set of isomorphism classes ofG-bundles over C will be denoted by BunG(F);

it is the set of F-isomorphism classes of a moduli stack BunG, which we will not
define.

Proposition 13.9.1. Assume that H1(k,G) = 1 and, for every finite extension
F′/F, H1(F′, G) = 1. Then, there is a canonical isomorphism of groupoids of sets
[G]/G(O)↔ BunG(F), such that, if a G-bundle P corresponds to the class of (gv)v,
which can be assumed to be equal to 1 for every v ∈ U , for some open dense U ⊂ C,
then there are trivializations tU : P |U

∼−→ G × U and tv : P |Specov
∼−→ G × Specov

for v /∈ U , such that tU ◦ t−1
v |Speckv = gv.

“Groupoid of sets” means (small) categories where all morphisms are isomor-
phisms; such a category is equivalent to a set, where every point is equipped with
a group of automorphisms.

Proof. Citing [Mat, 112593]—look there for more details and links to sources:
Since H1(k,G) = 1, any G-torsor is trivial over the generic point of C, hence

over a nonempty upen U ⊂ C. Fix such an open set and an isomorphism P |U '
G× U , i.e. a section ρ : U → P .

On the other hand, for every v ∈ C, consider the restriction of P to the formal
neighborhood Dv = Specov at v. The residue field F(v) is a finite extension F′ of
F, and since H1(F′, G) = 1, the restriction to P over the special fiber is trivial, i.e.,
admits a section SpecF′ → P . Since P is formally smooth, this extends to a section
σv : Dv → P , i.e., P is trivial over Dv; fix such a section σv, for every v /∈ U .

Then, on the intersection U ∩ Dv = Speckv, we have the restrictions of two
sections ρ and σv, and thus there is a gv ∈ G(kv) such that gv · σv = ρ. Set gv = 1
for v ∈ U ; the collection (gv)v gives an element of G(A), which depends on choices
made. All different choices for ρ (possibly for different U) are of the form G(k)ρ,
and for σv of the form G(ov)σv. Thus, independently of choices, the G-bundle P
gives rise to an element of G(k)\G(A)/G(O).

Vice versa, descent for the fpqc cover Spec(k) t Specov → Speco(v) (where
o(v) ⊂ k is the local ring at v) shows that the category of G-torsors over Spec(o(v))
is equivalent to the category of data (Pv, τv), where Pv is a G-torsor over ov, and τv
is a descent datum from its generic fiber to the trivial bundle over k — equivalently,
a section of Pv over Spec(kv).

If two G-bundles P1, P2 give rise to the same class in [G]/G(O), and we repre-
sent them as the trivial bundle over an open set U (which we can assume to be the
same for both) and data (Pi,v, τi,v) for v ∈ S := C r U , the fact that the classes

in [G]/G(O) are the same means that there are isomorphisms rv : P1,v
∼−→ P2,v

such that rv ◦ τ1,v = τ2,v. By the equivalence of categories, these data give rise

to an isomorphism r : P1
∼−→ P2. A similar argument shows that an automor-

phism r of a P -bundle presented as above is the same as an element rU ∈ G(oS)
(=a section of G over U) and sections rv ∈ G(ov) such that rv = g−1

v rgv, i.e.,
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r ∈ G(k) ∩ (gv)vG(O)(gv)
−1
v , which is the stabilizer of the corresponding point in

[G]/G(O).
Finally, any class of G(k)\G(A)/G(O) can be represented by an element (gv)v

which is equal to 1 at the points of an open subset U ⊂ C, and then we can form an
associated G-bundle by modification of the trivial vector bundle over the points of
CrU , that is, by glueing G×U to G×Spec(ov) according to gv over Spec(kv). �

Remark 13.9.2. The condition H1(k,G) = 1 is satisfied if F is algebraically closed
and G is connected reductive, by results of Tsen, and Springer (+ε); it is satisfied
when F is finite and G is semisimple, simply connected, by Harder’s proof of the
Hasse principle 9.4.3. The condition H1(F′, G) holds, trivially, when F = C, and
by Lang’s theorem 9.1.1 when F is finite and G is connected.

On the other hand, the µn-torsor Gm
n

−→ Gm is not locally trivial in the Zariski
topology, for any n ≥ 2. Moreover, over higher-dimensional bases (e.g., surfaces),
even for simply connected semisimple groups, there are étale torsors which are not
locally trivial in the Zariski topology.

Remark 13.9.3. Note that the G-automorphism group of a G-bundle makes sense
as a group scheme G′ over the curve, and is an inner form of G (compare with 8.3.4).
The automorphisms appearing in Proposition 13.9.1 are simply the global sections
of G′.

It is interesting to discuss the isomorphism of Proposition 13.9.1 in the case
of G = GLn. In this case the category of G-bundles is equivalent to the category
Vectn(C) of rank n vector bundles via the functor P 7→ E = V ×G P , where V
is the standard representation of GLn, with inverse E 7→ the frame bundle of E.
In the rest of this subsection, we prove that points in a neighborhood of cusps
corresponds to unstable vector bundles through this identification. [we ignore the
automorphisms, at least for now.] In order to understand the asymptotic behavior
of corresponding vector bundles, we would like to translate the situation to the
boundary degeneration of [G]. For simplicity, we will restrict to the case n = 2. For
general n, while everything except Proposition 13.9.8 holds mutatis mutandis, for
the final result we will need to consider P -cusps for all conjugate class of parabolic
subgroups, not only the Borel subgroup. First note the following:

Lemma 13.9.4. Let F = Fq, and let H be one of GL2, its chosen Borel subrgoup B,
its unipotent radical Ga, or its universal Cartan group scheme A ∼= (Gm)2. Then
the conditions H1(k,H) = 1 and H1(F′, H) = 1 (for F′ any finite extension of F)
in Proposition 13.9.1 are satisfied. In particular, there are canonical isomorphisms
[H]/H(O)↔ BunH(F).

Proof. Remark 13.9.2 applies directly to H1(F′,GL2) = 1. When H = Ga or
Gm, by Hilbert’s theorem 90 we have H1(k,H) = 1. The cohomology long exact
sequence (of pointed sets) for 1 → Ga → B → A → 1 tells us that all the first
cohomology sets in question are trivial. �

Since B is the stabilizer of a complete flag V• = (0 = V0 ⊂ V1 ⊂ V2 = V ), the
category of B-bundles is equivalent to the category Flag2(C) of rank 2 complete
flag bundles via P 7→ E• = V•×BP . Similarly, since A ∼= Gm×Gm, the category of
A-bundles is equivalent to the category Vect1(C)×Vect1(C). Note that the set of
isomorphism classes of Vect1(C) is a group with respect to the tensor product, which
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is denoted by Pic(C). The following lemma relates these bundle interpretations of
double-cosets:

Lemma 13.9.5. Through the isomorphisms of Proposition 13.9.1,

(1) the map f : [B]/B(O)→ [G]/G(O) induced by the inclusion B ↪→ G cor-
responds to the map fgt : Flag2(C) ' BunB(F) → BunG(F) ' Vect2(C)
which sends a flag bundle E• to its top filtration E = E2.

(2) the map g : [B]/B(O) → [A]/A(O) induced by the quotient B → A
corresponds to the map gr : Flag2(C) ' BunB(F)→ BunA(F) ' Pic(C)×
Pic(C) which sends a flag bundle E• = (0 ⊂ E1 ⊂ E) to its associated
graded bundle gr•(E•) = (E1, E/E1).

Proof. The isomorphism of Proposition 13.9.1 is given by seeing a double-coset as
gluing data for trivial bundles on a fixed covering. Therefore f corresponds to the
map G×B (−) : BunB(C)→ BunG(C). Passing to vector bundles, V ×GG×B P ∼=
V ×B P is the top filtration of the flag bundle V•×B P . Similarly, the map B → A
induces, on flag bundles, the map E• = V• ×B P 7→ (gr•V•)×B P ∼= gr•E•. �

For Gm = GL1, we can write down the isomorphism more explicitly as follows:
Let Div(C) denote the divisor group of C, i.e., the free abelian group generated by
the closed points of C. The normalized discrete valuation valx : k×x → Z with the
kernel o×x induces the map val : A× → Div(C) between their restricted products.

Dividing by the kernel we get a canonical isomorphism A×/O×
∼=−→ Div(C). The

elements in the image of k× ⊂ A× in Div(C) are called principal divisors, and we
have an exact sequence k× → Div(C) � Pic(C) → 0. So the valuation gives the
isomorphism [GL1]/GL1(O) ∼= Pic(C).

Now we introduce the notion of slope-stability for vector bundles over a curve.
See [LP97, Chapter 5] for more details.

Definition 13.9.6. (1) For any closed point x ∈ C we define deg(x) = 1,
and linearly extend it to the degree homomorphism deg : Div(C) → Z .
By the product formula of valuations the degree of a principal divisor is
0, so it factors through Pic(C)→ Z, which we also denote by deg.

(2) More generally, we define the degree of a vector bundle E as the degree of

its determinant line bundle: degE = deg
(∧rkE

E
)
.

(3) For a nonzero vector bundle E, we call the rational number µ(E) = deg(E)
rk(E)

the slope of E.
(4) A vector bundle E is said to be semistable if for any nonzero subbundle

F ⊂ E, we have µ(F ) ≤ µ(E), and unstable otherwise.

Remark 13.9.7. (1) If we have a short exact sequence 0 → E′ → E →
E′′ → 0, then the canonical isomorphism

∧rkE
E ∼=

(∧rkE′
E′
)
⊗
(∧rkE′′

E′′
)

exhibits that degE = degE′ + degE′′.
(2) The slope can be defined more generally for a coherent sheaf F on C by

decomposing it into a direct sum of a vector bundle and a sheaf with finite
support. The definition of semi-stability remains equivalent if we replace
‘nonzero subbundle’ by ‘nonzero coherent subsheaf.’

(3) For any subbundle F ⊂ E, consider the point pF = (rk(F ),deg(F )) ∈ Z2

on a plane. Then the slope µ(F ) is literally the slope of the segment
0pF . By the additivity of rk and deg for short exact sequences, we see
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that the slope of the segment pF pE is the slope µ(E/F ) of the quotient.
Considering the convex hull of {pF | F ⊂ E} and taking the upper edges
0pF1 , pF1pF2 ,. . . , pFk−1

pFk , it can be proved that there exists a unique
filtration 0 ⊂ F1 ⊂ F2 ⊂ · · · ⊂ Fk = E by subbundles that satisfies the
following:
(a) gri = Fi/Fi−1 is semistable,
(b) µ(gr1) > µ(gr2) > · · · > µ(grk).
This filtration is called the Harder-Narasimhan filtration.

(4) Let µ be a fixed rational number and consider the full subcategory C(µ)
of the abelian category CohC of coherent sheaves spanned by semistable
vector bundles of slope µ. Then C(µ) is closed under kernel, cokernel,
and extensions. In particular, in contrast with the category of all vector
bundles, the category C(µ) is abelian.

Now back to our context, note that the composition

A× � [GL1]/GL1(O)
val−−→ Pic(C)

deg−−→ Z
is given by − log of the adelic absolute value function.

Proposition 13.9.8. The points in [GL2] whose image in [GL2]/GL2(O) corre-
sponds to an unstable vector bundles forms a neighborhood of the (B-)cusp.

Proof. The rank 2 vector bundle E is unstable iff there exists a complete flag 0 ⊂
F ⊂ E such that µ(F ) > µ(E/F ), or equivalently, deg(F ) > deg(E/F ). Consider-

ing Vect2(C)
fgt←−− Flag2(C)

gr−→ Pic(C)⊕2 deg⊕2

−−−−→ Z⊕2, the unstable loci of Vect2(C)
is fgt

(
(deg⊕2 ◦ gr)−1{(a, b) ∈ Z⊕2 | a > b}

)
. Interpreting through Lemma 13.9.5,

this diagram is isomorphic to [G]/G(O)
f←− [B]/B(O)

g−→ [A]/A(O)
− log|−|⊕2

−−−−−−−→ Z⊕2.
Therefore the preimage U of {(a, b) ∈ Z⊕2 | a > b} in [B]/B(O) is the set of points
represented by an upper-triangular matrix (aij) such that − log|a11| > − log|a22|.
Now recall from Theorem 13.4.2 that the map B(k)\G(A)

πG−−→ [G] is injective in
a neighborhood of the cusp, and the sets Vε = {(aij) | − log|a11/a22| > − log ε}
(in the same basis representation) forms a basis of neighborhoods of the cusp in
B(k)\G(A). By Iwasawa decomposition G(A) = B(A)K, where K = G(O) in our

case, the map f factors into [B]/B(O)
∼=−→ B(k)\G(A)/G(O)

πG−−→ [G]/G(O). Now
we conclude by observing that the above set of unstable locus U is the image of
V1. �

13.10. Incarnations of the automorphic space: locally symmetric spaces
and Shimura varieties

13.10.1. Locally symmetric spaces.

Definition 13.10.2. A Riemannian symmetric space is a pair (M, g), where M is
a (connected)6 manifold, and g is a Riemannian metric on M , with the property
that for every x ∈ M there is an isometry sx : M → M , having x as an isolated
fixed point, and acting by −1 on the tangent space of x.

Lemma 13.10.3. If (M, g) is a connected Riemannian symmetric space, then it is
geodesically complete, the Lie group G of isometries of M acts transitively on M ,
and the stabilizer of any point x ∈M is a compact subgroup.

6“Connected” is not always part of the definition, but we will include it, for convenience.
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Notice that this implies that the identity component G0 of the Lie group already
acts transitively.

Proof. [Mil05, Lemma 1.5 and Proposition 1.11]. �

Let G be a real reductive algebraic group. By Theorem 8.6.6, the group G(R)
admits a unique, up to conjugacy, Cartan involution. Let X be the set of its
Cartan involutions, considered as a homogeneous manifold under the action of
G(R): X ' G(R)/K, where K is the fixed-point subgroup of a Cartan involution
θ.

Proposition 13.10.4. Assume that G is real semisimple. The space X of Cartan
involutions of G admits a canonical G(R)-invariant Riemannian metric g, described
as follows: Let θ ∈ X be a Cartan involution, with corresponding Cartan decom-
position (Definition 8.6.1), g(R) = k ⊕ p, identifying the tangent space TθX ' p.
Then, the restriction of g to TθX is the Killing form of g, restricted to p. This
Riemannian structure has negative sectional curvature.

Proof. See [Par09, §5.4]. �

Definition 13.10.5. The symmetric space of a real reductive group G(R) is the
set X of its Cartan involutions.

The symmetric space of G(R) can be considered as a Riemannian symmetric
space under any G(R)-invariant Riemannian metric. Such a metric is the combina-
tion of a multiple of the Killing form of Proposition 13.10.4 on each of the simple
factors, and the Euclidean metric on the symmetric space of its center.

Definition 13.10.6. A Riemannian locally symmetric space is a Riemannian man-
ifold whose universal cover is a symmetric space.

Remark 13.10.7. Let G be a reductive algebraic group over a number field k, [G]
its automorphic space, Kf an open compact subgroup of the finite adeles, and K∞
a maximal compact subgroup of G(k∞) (unique up to conjugation, by Theorem
8.6.6).

By Remark 13.5.7, the quotient [G]/KfK∞ can be written as a finite disjoint
union ⊔

i

Γi\X,

where X is the symmetric space of G(k∞), and the Γi’s are congruence subgroups.
The subgroups Γi act with finite stabilizers on X (because they are discrete, and
stabilizers of points on X are compact), and taking Kf small enough, they act
properly discontinuously, so that Γi\X has the natural structure of a manifold
with universal cover X. Thus, for Kf small enough, [G]/KfK∞ has a natural
structure of locally symmetric space.

13.10.8. Hermitian locally symmetric spaces. There are instances where the
space G∞/K∞ of the previous subsection has more structure, that of a Hermitian
symmetric space.

Definition 13.10.9. A Hermitian symmetric space is a pair (M, g), where M is a
complex manifold, and g is a Hermitian metric on M , with the property that for
every m ∈ M there is an isometry sx : M → M , having m as an isolated fixed
point, and acting by −1 on the tangent space of m.
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A Hermitian symmetric domain is a Hermitian symmetric space which, as a
complex manifold, is isomorphic to a bounded open subset of Cn.

Remark 13.10.10. For a Hermitian symmetric domain realized as a bounded open
U ⊂ Cn, the metric on U is the Bergman metric, [Mil05, Theorem 1.3]. There is
also another way to define Hermitian symmetric domains, as Hermitian symmetric
spaces of noncompact type, [Mil05, §1].

Lemma 13.10.11. If (M, g) is a hermitian symmetric domain, and G is the Lie
group of its isometries as a Riemannian manifold, then G0 acts by holomorphic
automorphisms. In particular, by Lemma 13.10.3, M is homogeneous, with compact
stabilizers, under the group of its Hermitian automorphisms.

Proof. [Mil05, Proposition 1.6]. �

From now on, “automorphisms” of a Hermitian symmetric domain will mean
“Hermitian automorphisms”, i.e., holomorphic isometries. The Hermitian structure
upgrades the ±1-symmetry at each point to an S1(= U1)-symmetry:

Lemma 13.10.12. If (M, g) is a Hermitian symmetric domain with group G of
holomorphic isometries, then for every x ∈ M and every z ∈ C1 there is an auto-
morphism sx,z of M , fixing x and acting by z on its tangent space.

Proof. [Mil05, Theorem 1.9]. �

In particular, sx,−1 is the automorphism sx of the symmetric structure. An-
other way to phrase this lemma is that there is a homomorphism U1 → Gx, acting
by the tautological character on the tangent space g/gx (which has a complex
structure).

Lemma 13.10.13. The image of the homomorphism U1 → Gx lies in the center
of Gx.

Proof. The group Gx acts by holomorphic isometries on M , hence by complex
linear automorphisms of the tangent space TxM . Hence, its action on TxM com-
mutes with the action of U1; but an element in the image of U1 ⊂ G0

x is completely
determined by its action on the tangent space. �

For our purposes, we want a realization of G in terms of algebraic groups.

Lemma 13.10.14. Let (M, g) be a hermitian symmetric domain with automor-
phism (Lie) group A. Then, there is a unique connected, adjoint algebraic subgroup

G of GL(a) over R such that A0 ∼−→ G(R)0 under the adjoint representation.

Proof. [Mil05, Proposition 1.7]. �

Thus, we can identify M with the real points of an algebraic symmetric space
G/Gx over C. Every representation of a compact group is algebraic, so the ho-
momorphism sx : U1(R) → Gx(R) comes from an algebraic morphism: U1 → Gx.
Base-changing to C, we obtain a cocharacter Gm → Gx,C, which acts on the com-
plexification gC/gx,C by the characters z 7→ z±1. Since the image lies on the center
of Gx (Lemma 13.10.13), it acts trivially on gx,C.

Definition 13.10.15. Let g be a semisimple Lie algebra over an algebraically
closed field, and h ⊂ g a Cartan subalgebra. A minuscule coweight is a coweight
µ ∈ h such that for every root α we have 〈α, µ〉 ∈ {−1, 0, 1}. Similarly, replacing
roots by coroots one defines a minuscule weight.
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Remark 13.10.16. Minuscule weights have the following representation-theoretic
interpretation: An integral, dominant (with respect to some base of the root system
— can always assume by Weyl translation) weight µ is minuscule if and only if the
only weights appearing in the associated irreducible heighest weight module Vµ are
Weyl group-translates of µ, and zero. This follows directly from the Weyl character
formula.

Minuscule coweights are relatively rare, and so are Hermitian symmetric do-
mains. In the Langlands program, certain general constructions over function fields
(Drinfeld’s shtukas) that depend on an irreducible representation/dominant weight
for the dual group (= coweight for G), only have known (partial) analogs (Shimura
varieties) over number fields when the weight is minuscule.

Theorem 13.10.17. The map that assigns to pointed, connected Hermitian sym-
metric domain (M, g, x) (i.e., a connected Hermitian symmetric domain (M, g)
and a point x ∈ M) the pair (G, sx), where G is the real algebraic group such that
G(R)0 = Aut(M, g) (Lemma 13.10.14) and sx : U1 → G is the S1-symmetry fixing
x (Lemma 13.10.12), is an equivalence between the groupoids of pointed connected
Hermitian symmetric domains and pairs (G, s) consisting of a real adjoint algebraic
group G and a homomorphism s : U1 → G such that:

• s is minuscule, i.e., its complexification is a minuscule cocharacter;
• Ad(s(−1)) is a Cartan involution for G;
• no simple factor of G is compact; equivalently, Ad(s(−1)) does not project

to 1 on any simple factor of G.

The inverse functor assigns to such a pair (G, s) the set M of G(R)0-conjugates of
s, which has a unique structure of a Hermitian symmetric domain such that s, as
a homomorphism, is the S1-symmetry at s, as a point of M .

Proof. [Mil05, Theorem 1.21]. �

Definition 13.10.18. A Hermitian locally symmetric space is a Hermitian manifold
whose universal cover is a Hermitian symmetric space.

Remark 13.10.19. Let G be a reductive group over a number field. By Remark
13.10.7, the quotient [G]/KfK∞ of the automorphic space is naturally a locally
symmetric space (for Kf small enough). If G(k∞) admits a homomorphism s :
U1 → G(k∞) satisfying the conditions of Theorem 13.10.17, this quotient becomes
a Hermitian locally symmetric space. Shimura varieties are (inverse) limits of such
spaces, as Kf → 1. Of course, one needs to justify the term “varieties”, which is
outside the current scope of these notes.

13.10.20. Variation of Hodge structures. In this subsection, we present a
moduli description of Hermitian symmetric domains, following Milne [Mil05].

Definition 13.10.21. A (pure) Hodge decomposition of a real vector space V is a
decomposition

V (C) =
⊕
p,q∈Z

V p,q

such that V q,p is the complex conjugate of Vp,q. A (pure) Hodge structure is a
real vector space together with a Hodge decomposition. For each integer n, the
subspace

⊕
p+q=n V

p,q of V (C) is stable under complex conjugation, and so it is
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defined over R, i.e., there is a subspace Vn of V such that

Vn(C) =
⊕
p+q=n

V p,q.

Then V =
⊕

n Vn is called the weight decomposition of V . If V = Vn, then V is
said to have weight n. Let V,W be two Hodge structures. A morphism of Hodge
structures is a linear map V →W , sending V p,q to W p,q.

Remark 13.10.22. This definition comes from the fact that for a compact complex
manifold admitting a Kähler metric, we can always factor its cohomology group as

Hn(X,C) =
⊕
p+q=n

Hq(X,ΩpX).

Note that given a Hodge structure V , if we let d(p, q) = dimCV
p,q, then V p,q

naturally corresponds to a point in the Grassmannian Gd(p,q)(V (C)). Hence V
corresponds to a point in

∏
p,q:d(p,q)6=0Gd(p,q)(V (C)).

There are two other ways to give a Hodge structure to a real vector space.
Given a Hodge structure V of weight n, we can assign to V (C) the Hodge filtration

F • : · · · ⊇ F p ⊇ F p+1 ⊇ · · · ,
where F p =

⊕
r≥p V

r,n−r. Then, the Hodge structure can be recovered as V p,q =

F p ∩ F q. The Hodge filtration satisfies the axioms F p ∩ Fn+1−p = 0 and F p ⊕
Fn+1−p = V (C); vice versa, these axioms ensure that the filtration comes from a
pure Hodge structure.

The Hodge filtration is, in some sense, a more natural object to consider, as it
generalizes to a description of mixed Hodge structures, which can also be associated
to singular or non-proper varieties.

In this way, a Hodge structure on V with d(p, q) = dimCV
p,q corresponds to

a flag F • of V (C) satisfying dp = dimCF
p =

∑
r≥p d(r, n − r). Equivalently, it

corresponds to a point in the flag variety Gd(V (C)), where d = (d1, · · · , dp, · · · ).
Another way to give a Hodge structure is related to the represention of the

Deligne torus S, which is defined to be the restriction of scalars ResC/RGm, as a
linear algebraic group over R.

Lemma 13.10.23. For any R− algebra A, S(A) ∼= {(a, b) ∈ A × A|a2 + b2 6= 0},
with multiplication given by (a, b) · (a′, b′) = (aa′ − bb′, ab′ + a′b).

Proof. We can construct the following isomorphism,

f : {(a, b) ∈ A×A|a2 + b2 6= 0} → (A⊗R C)× = S(A)

(a, b) 7→ a⊗ 1 + b⊗ i
The verification is obvious. �

Let’s consider characters of S(C). Using the isomorphism {(a, b) ∈ C×C|a2 +
b2 6= 0} 3 (x, y) 7→ (x+ yi, x− yi) ∈ C× × C×, we may identify S(C) as C× × C×,
hence its character group is Z × Z. For each pair (a, b) ∈ Z × Z, let σa,b be
the character such that σa,b(z, w) = zawb. Restricting σa,b to S(R) = C× gives
χa,b(z) = zaz̄b for z ∈ C×.

Now, given a Hodge structure on a real vector space V , we can construct a rep-
resentation h of S(R) on V (C) as follows: let z ∈ S(R) act on V p,q by the character
χ−p,−q. Conversely, given a representation h : S(R)→ GL(V ), we can define V p,q to
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be the subspace of V (C) with S(R) action given by h(z)v = χ−p,−q(z)v = z−pz̄−qv.

It is clear that V p,q = V q,p. Therefore, we also use (V, h) to denote a Hodge
structure.

The morphism between Hodge structures f : (V, hv) → (W,hw) can also be
interpreted as a linear map satisfying f(hv(z)v) = hw(z)f(v) for all v ∈ V, z ∈ S(R),
or, in other words, a morphism between representations hv and hw.

We often want to consider the variation of Hodge structures. Let S be a
connected complex manifold and V a real vector space. Given weight n, suppose
that, for each s ∈ S, we have a Hodge structure on V , denoted by (Vs, hs), with
Hodge filtration given by F •s .

Definition 13.10.24. (1) A continuous family of Hodge structures on a topo-
logical space S is a family (hs)s∈S of Hodge structures on a fixed real
vector space V , parametrized by the points of S, such that the dimension
d(p, q) of V p,qs is locally constant in s ∈ S, and the map from S to the
product of Grassmannians defined by

S 3 s 7→ (V p,qs )p,q:d(p,q)6=0 ∈
∏

p,q:d(p,q)6=0

Gd(p,q)(V (C))

is continuous.
(2) A holomorphic family of Hodge structures on a connected complex mani-

fold S is a continuous family of Hodge structures (hs)s∈S on a real vector
space V , such hat the map φ froms S to flag varieties defined by

S 3 s 7→ F •s ∈ Gd(V (C))

is holomorphic, where d = (d1, · · · , dp, · · · ) and dp = dimCF
p
s . Note that

continuity implies that dp does not vary with s ∈ S.

Note that it would not make sense to require the spaces V p,q to vary holomor-
phically, since the operation of taking the conjugate of a subspace does not preserve
this property.

Some differential geometry shows that TF•s (Gd(V (C))), the tangent space of
Gd(V (C)) at F •s , is naturally realized as a subspace of

⊕
p Hom(F ps , V (C)/F ps ). We

will make a strong restriction and give the following definition:

Definition 13.10.25. A variation of Hodge structures is a holomorphic family of
Hodge structures (hs)s∈S such that the differential of the map φ : S → Gd(V (C))
has its image in

⊕
p Hom(F ps , F

p−1
s /F ps ). This condition is known as Griffiths

transversality.

In order to give the classification theorem, we are going to define polarizations.

Definition 13.10.26. The tensor product of Hodge structures V and W of weights
m and n is V ⊗W , a Hodge structure of weight m+ n, satisfying

(V ⊗W )p,q =
⊕

r+r′=ps+s′=q

V r,s ⊗W r′,s′ .

In terms of representations of S(R), (V, hv)⊗ (W,hw) = (V ⊗W,hv ⊗ hw).

Definition 13.10.27. The weight homomorphism of S(R) is the homomorphism
w : R+ → S(R), defined by w(t) = t−1.
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We observe that a Hodge structure V has weight n if and only if its associated
representation h : S(R)→ GL(V (C)) satisfies h(w(t))v = t−nv for every t ∈ R+, v ∈
V .

One important example is the unique one-dimensional real vector space of
weight −2n: V = R(n), whose underlying vector space is R, and whose Hodge
structure is given by V (C) = V −n,−n = C, or equivalently, given by a representa-
tion h : S(R)→ C× satisfying h(w(t)) = t2n for all t ∈ R+ .

It is time to define Hodge tensors.

Definition 13.10.28. A multilinear form t : V r → R on a Hodge structure V of
weight n is called a Hodge tensor if the map

V ⊗ V ⊗ · · · ⊗ V︸ ︷︷ ︸
r copies

→ R(−nr/2)

it defines is a morphism of Hodge structures. In other words, t is a Hodge tensor if

t(h(z)v1, · · · , h(z)vr) = (zz̄)−nr/2t(v1, · · · , vr)
for all z ∈ C× and vi ∈ V .

We can now move on to the heart of our definitions:

Definition 13.10.29. A polarization of a Hodge structure (V, h) of weight n is a
Hodge tensor ψ : V × V → R(−n), such that the map ψh(i) defined by V × V 3
(v, w) 7→ ψ(v, h(i)w) ∈ R is symmetric and positive definite.

13.10.30. Hermitian symmetric domains as parameter spaces for Hodge
structures. Now we explain and sketch a proof of Deligne’s realization of hermitian
symmetric domains as parameter spaces for Hodge structures. Let V be a real vector
space and T be a family of tensors on V including a nondegenerate bilinear form
t0, and let d : Z× Z→ N be a function such that

d(p, q) = 0 for almost all p,q ;

d(q, p) = d(p, q);

d(p, q) = 0 if p+ q 6= n.

Define S(d, T ) to be the set of Hodge structures h on V such that
(1) dimV p,qh = d(p, q) for all p, q;
(2) each t ∈ T is a Hodge tensor for h;
(3) t0 is a polarization for h.
By Remark 13.10.22, we can endow S(d, T ) with the subset topology of

∏
p,q:d(p,q)6=0Gd(p,q)(V (C)).

Our main theorem is the following:

Theorem 13.10.31. Let S+ be a connected component of S(d, T ).
(1) The space S+ has a unique complex structure for which (hs)s∈S is a holo-

morphic family of Hodge structures.
(2) With this complex structure, S+ is a hermitian symmetric domain if (hs)s∈S

is a variation of Hodge structures.
(3) Every irreducible hermitian symmetric domain is of the form S+ for a

suitable choice of V, d, T .

Proof. (Sketch)
(1) Let G be the smallest algebraic subgroup of GL(V ) such that h(S) ⊆ G

for all h ∈ S+. Take any h0 ∈ S+, then for all g ∈ G(R)0, gh0g
−1 ∈ S+. It was
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proven by Deligne [Del79] that the map G(R)0 3 g 7→ gh0g
−1 ∈ S+ is surjective.

Let K be the subgroup of G(R)0 fixing h0, then S+ ∼= G(R)0/K. And since K is
closed, S+ now admits a smooth manifold structure. Therefore we may consider
its tangent space T at h0, which is the quotient of Lie algebras g/k. It suffices to
show that, under the embedding S+ ↪→ Gd(V (C)) coming from the Hodge filtration
(notation as in Definition 13.10.24), g/k is a complex subspace of the tangent space
of the Grassmannian.

Note that V has a Hodge structure h0, which induces a Hodge structure on
W := V ⊗ V ∗ = EndV = gl(V ). What is more, W has weight 0, and its Hodge
structure restricts to a Hodge structure on the subspace g (which, in terms of
the action of the Deligne torus S, is simply the composition of h0 : S → G with
the adjoint representation). It is a general fact that, if W is a Hodge structure
of weight 0, setting W 00 = W 0,0 ∩ W we have W/W 00 = W (C)/F 0. Indeed,

W 00 = F 0 ∩ F 0 ∩W = the kernel of the surjective map W →W (C)/F 0.
Since K is the stabilizer of h0, we have g00 = k, and therefore T = g/g00 =

g(C)/F 0
g , a complex subspace of W/W 00 = W (C)/F 0

W . The latter space is none

other than the tangent space of Gd(V (C)) at h0. This shows that S+ can be
identified as a complex submanifold ofGd(V (C)), hence admits a complex structure,
as desired.

(2) Let Gad be the adjoint group of G. We want to apply Theorem 13.10.17 to
Gad. For all r ∈ R×, h(r) acts as r−n on V , therefore belongs to the center of GL(V ).
Therefore, we can define a homomorphism s0 : S1 3 z 7→ h0(

√
z) ∈ Gad. Let C =

h0(i). Consider the faithful representation G→ GL(V ). Since t0 is a Hodge tensor
for h, t0 is invariant under h(z), for any h ∈ S+ and z ∈ C×; therefore, t0 is G-
invariant. The form (v, w) 7→ t0(v, Cw) is symmetric and positive definite, defining
a Cartan involution g 7→ g−t (transpose under this inner product) on GL(V ), by
Example 8.6.2, which leaves G stable; therefore, AdC = Ad(s0(−1)) is a Cartan
involution of G. Griffiths transversality of h0 ensures that s0 is minuscule condition
(a); condition (c) is clear. Hence, by Theorem 13.10.17, the set of all conjugates u
of s0 by Gad(R)0 admits the structure of a hermitian symmetric domain. Since for
each u, we can obtain an h ∈ S+ as follows: S(R) 3 z 7→ u(z/z̄) ∈ GL(V ), this set
can be identified with S+.

(3) Let D be an irreducible symmetric domain. Let G be the connected adjoint
group such thatG(R)0 is the identity component of the holomorphic automorphisms
of D (Lemma 13.10.14). Choose a faithful representation G → GL(V ), and let t0
be a nondegenerate G-invariant bilinear form on V . We can find a set of tensors T
containing t0 such that G is the subgroup of GL(V ) fixing each t ∈ T . Fix a point
x ∈ D, let s0 : U1 → G be the corresponding homomorphism (Lemma 13.10.12),
and let h0 be a Hodge structure on V obtained from s0 using (2). Then all t ∈ T are
Hodge tensors for h0 and t0 is a polarization. Now we can check that D is naturally
identified with the component of S(d, T )+ containing this Hodge structure. �
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CHAPTER 14

Automorphic forms

14.1. Representations of adelic groups

Let G be a linear algebraic group over a global field k, with ring of adeles A.
For this chapter, a representation π of G(A) will always be a smooth representation
of the finite adeles G(Af ), and topologized as the strict direct limit

lim→
Kf

πKf

over a basis of open compact neighborhoods of the identity in Kf . Any prop-
erty of representations of groups over local fields will be applied to representations
of G(A), by restricting it to the spaces of KS-invariants, considered as a G(kS)-
representation, where S is a finite set of places including the Archimedean ones,
and KS is any compact open subgroup of the adeles away from S. For example,

π is an SF-representation, or smooth representation of moderate growth, if πK
S

is
such a representation of G(kS) (Definition 10.1.2), for any such KS .

If k has Archimedean places, we will denote by g the complexified Lie algebra
g(k∞) ⊗R C, by U(g) its universal enveloping algebra, and by Z(g) the (Harish-
Chandra) center of U(g).

14.2. The space of automorphic forms

Definition 14.2.1. A continuous function f on the automorphic space [G] is of
moderate growth if on one, equivalently any, Siegel fundamental set ΩAεK (in
the language and notation of Definitions 13.5.4, 13.5.5), and a norm on the space
a = Hom(Gm, A)⊗ R, the function satisfies a bound of the form

|f(ωak)| � es| log(a)|

for some s > 0, where log : A(A)→ a is the logarithmic map of (13.2.6.1).
For fixed s and norm, the functions above form a Banach space with norm

sup(|f(ωak)|e−s| log(a)|). The space Cmg([G]) of moderate growth functions is the
direct limit of these spaces.

A function is of uniform moderate growth if it belongs to the space Cmg([G])∞

of smooth vectors in this space. Equivalently, if it is fixed under an open compact
subgroup Kf of the finite adeles G(Af ), and for every D ∈ U(g(k∞)), the function
Df satisfies a bound as above, for the same s.

Remark 14.2.2. Equivalent definitions of moderate growth are the following:
First, fix a closed embedding ofG into an affine space with coordinates (x1, . . . , xn),

and define ‖g‖ = maxi |xi(g)|. Then, a continuous function f on [G] is of moderate
growth iff |f(g)| � ‖g‖s for some s > 0. Explain why they

are equivalent!Another, more geometric, equivalent definition is the following: Consider any
equivariant toroidal (full) compactification [G] (Definition 13.4.3). Recall that the

193
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comlement of [G] is the union of P -cusps, as P ranges over all conjugacy classes
of parabolics, and that the P -cusp has a neighborhood which maps, with compact
fibers (see (13.4.1.1)), to a neighborhood of the closed orbit in a “standard embed-
ding” (Definition 13.2.7) such as AP (k∞)×AP (k∞) [G]P . Now, fix a compact subset
U of the P -cusp; it has a neighborhood of the form U × V , where V is a neigh-
borhood of the closed AP (k∞)-orbit in AP (k∞); use V̊ to denote its intersection
with the open AP (k∞)-orbit. Then, “moderate growth” means that for any cover

of the boundary of [G] by such compact sets, the function is bounded on U × V̊ by
a multiple of ε−s, where ε is an “algebraic distance function” from the closed orbit
in V , that is, if the closed orbit is given by the vanishing of algebraic coordinates
x1, . . . , xn, then ε ∼ maxi |xi|.

Proposition 14.2.3. Let π be a Fréchet representation of moderate growth of
G(A). (See Section 14.1.) Any morphism l : π → C([G]) factors through a contin-
uous map to Cmg([G]). If it is a smooth Fréchet representation of moderate growth,
it factors through a continuous map to Cmg([G])∞.

Proof. We will use the first equivalent characterization of moderate growth of
Remark 14.2.2: Since the map l : π → C([G]) is continuous (the space on the
right considered as a Fréchet space), for every KS : compact open subgroup of

G(AS) there is a continuous seminorm q on πK
S

such that |l(v)(1)| ≤ q(v). With
π being an F -representation, we may assume that q is G(kS)-continuous, and then
by (2.6.2.1) we have that |l(v)(g)| = |l(π(g)v)(1)| ≤ q(π(g)v) ≤ ‖g‖sq(v) for some
s > 0. Thus, the map factors continuously through Cmg([G]). Passing to smooth
vectors, we get a continuous map π∞ → Cmg([G])∞. �

If, in addition, π is admissible, elements in its image have the following prop-
erties:

Proposition 14.2.4. Let π be an admissible smooth Fréchet representation of mod-
erate growth of G(A), and l : π → C∞([G]) a morphism. Fix a maximal compact
subgroup K∞ of G(k∞). Elements f in the image of πK∞ have the following prop-
erties:

(1) f is of uniform moderate growth;
(2) f is Kf -finite, for every compact open subgroup of G(Af );
(3) f is K∞-finite;
(4) f is Z(g)-finite, if k has Archimedean places. In the function field case, f

is finite under the Bernstein center of G(k∞), for some chosen place ∞.

Conversely, every such function f generates an admissible SF-subrepresentation of
Cmg([G])∞.

Proof. The first property is contained in Proposition 14.2.3, the second and third
are obvious, and the fourth follows from the fact that Z(g) preserves the finite-
dimensional KfK∞-isotypic space of f .

Vice versa, if f satisfies these properties, the statement to prove is admissi-
bility. This follows from Harish-Chandra’s theorem, which says that the space of
functions as above with fixed KfK∞-type, and annihilated by a fixed ideal of finite
codimension in Z(g), is finite-dimensional. [Not included yet in the notes.] �

Definition 14.2.5. The space A([G]) of automorphic forms on [G] is the sum of
all admissible subrepresentations of Cmg([G])∞ that are generated (in the sense
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of closure of the G(A)-translates) by their K∞-finite vectors. An automorphic
representation is any irreducible subquotient of the space of automorphic forms.

Remark 14.2.6. The definition of automorphic forms given above is not standard.
Usually, all the conditions of Proposition 14.2.4 are imposed on automorphic forms,
while we omitted K∞-finiteness. The problem with the standard definition is that
it depends on the choice of K∞ (only up to translation by G(k∞)-though, since
all K∞ are conjugate), and it doesn’t produce a representation of G(k∞), but
a (g,K∞)-module. On the other hand, the definition that we gave contains the
clumsy requirement that the representation is generated by its K∞-finite vectors
(a condition, though, that clearly does not depend on the choice of K∞). This
condition is equivalent to a finite length condition (for the KS-invariants of the
representation, where KS is an open subgroup away from a finite number of places
S), i.e., we do not allow for “automorphic forms” to be approximable by vectors
belonging to an increasing sum of finite-length representations, without belonging
to a finite-length subsum.

At this point, it is not clear from the definition that the subrepresentation of
Cmg([G])∞ generated by an automorphic form has bounded growth. However, it
is true, and follows from the existence of exponents [also behind Harish-Chandra’s
finiteness theorem, not included yet].

14.3. Modular and cusp forms (analytic theory)

Let G = GL2(R)0, acting on the complex upper half plane H on the left by
Möbius transformations. Let Γ be a discrete subgroup, so that Γ\H has finite
volume. We may assume −I ∈ Γ and Γ ⊂ SL2(R). Let k ∈ Z>0 and let χ : Γ→ S1

be a character satisfying χ(−I) = (−1)k.

Definition 14.3.1. Define Mk(Γ, χ) to be the set of all holomorphic functions
f on H satisying the following two conditions: f(γz) = χ(γ)(cz + d)kf(z) for

γ =

(
a b
c d

)
∈ Γ; and f is holomorphic at the cusps of Γ. Let Sk(Γ, χ) := {f ∈

Mk(Γ, χ)| f vanishes at the cusps}. Elements of Mk(Γ, χ) are called modular
forms, while those of Sk(Γ, χ) are called cusp forms.

Now, we present modular and cusp forms as sections of some line bundles,
following Deligne [Del73]. Towards this purpose, we construct a line bundle on
H by presenting it as a space equipped with a universal elliptic curve and pushing
forward the sheaf of differentials. We will demonstrate an action ofG on the sections
of the sheaf, and then explain the relationship of modular forms and cusp forms to
this line bundle.

Let Isom(R2,C) be the set of isomorphisms of R2 and C, as R-vector spaces,
and Hom−(R2,C) the subset of orientation-reversing ones.1 The structure of a
complex vector space on C endows it with a natural structure of a two-dimensional
complex submanifold of C2, with a free action of C×. Moreover, it has a left action
of GL2(R)0, induced from its right action on R2, whose elements we think of as row
vectors: g·T (v) := T (vg). The quotient Hom−(R2,C)/C× is thus a one-dimensional
complex manifold with a GL2(R)0-action, which parametrizes orientation-reversing

1That’s unfortunate, and contrary to the convention of Deligne, but reproduces the usual
action on H
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complex structures on R2. We identify this quotient with the complex upper half

plane H, by sending the class of a homomorphism T to T (1,0)
T (0,1) ∈ H, and then

GL2(R)0 acts on the left by Möbius transformations γ · z = az+b
cz+d for γ =

(
a b
c d

)
.

By construction, the space H comes equipped with a complex line bundle ω−1,
whose pullback to Hom−(R2,C) is the structure sheaf O of holomorphic functions.
Equivalently, sections of ω−1 are real analytic functions σ : H → R2, such that
for one, equivalently any, complex analytic lift H 3 z 7→ Tz ∈ Hom−(R2,C), the
composition z 7→ Tz(σ(z)) is holomorphic. (Note that such lifts T exist, for example
by fixing that T (0, 1) = 1, otherwise we would need to make the same statements
locally.) The action of GL2(R)0 induces a GL2(R)0-equivariant structure on ω−1;
we define this as a right action on sections, by

σ|1γ(z) = σ(γz)γ ,

where the exponent denotes the right action of γ on R2 (and the number “1” stands
for the first power of ω−1).

Notice that, by construction we have an isomorphism of the associated real
analytic vector bundle ω−1

R with the constant real analytic vector bundle with fiber
R2, such that constant sections of R2 correspond to holomorphic sections. (Such a
structure is called a variation of complex structure on R2 over H.) This gives rise
to a GL2(R)0-equivariant surjection

(14.3.1.1) O ⊗ C2 → ω−1

of complex vector bundles on H (where C2 denotes the constant sheaf).
Note that ω−1 can be trivialized as a complex vector bundle (after all, H is

simply connected), but not GL2(R)0-equivariantly so. In fact:

Lemma 14.3.2. The section H 3 z 7→ Tz ∈ Hom−(R2,C) determined by Tz(0, 1) =
1 (hence Tz(1, 0) = z) induces a trivialization of ω−1, such that the (right) action

of γ =

(
a b
c d

)
∈ GL2(R)0 on sections of ωk is given by

(14.3.2.1) f |kγ(z) = (cz + d)−kf(γz).

Moreover, there is an equivariant isomorphism of complex line bundles, ω2 =
Ω1 (the bundle of holomorphic 1-forms) on H.

Proof. For the first statement, if σ = (σ1, σ2) is a section of ω−1, and f is the
corresponding section of the trivial line bundle induced by this trivialization, then
f is given by f(z) = Tz ◦ σ(z) = zσ1(z) + σ2(z).

The action of an element γ as above is hence given by f |1γ(z) = Tz◦(σ|1γ)(z) =
Tz(σ(γz)γ) = (az + b)σ1(γz) + (cz + d)σ2(γz) = (cz + d)f(γz), and the case of a
general power of ω is immediate.

The sheaf Ω1 of differential one-forms can be trivialized by the global section
dz on H, and then it is immediate to check that the right action of γ sends the form
f(z)dz to f |2γ(z)dz, identifying the trivializations of Ω1 and ω2 equivariantly. �

Now let Γ be as above, and assume additionally that Γ is torsion free. The latter
assumption ensures that it acts properly discontinuously on H and Γ\H =: YΓ has a
unique complex manifold structure making H → Γ\H a local analytic isomorphism.
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If YΓ is not compact, we let XΓ be the compactification that is obtained by adding
cusps. [Cusps and their comparison to adelic reduction theory need to be added.]

The sheaves ω−1,Ω1 being equivariant, they extend to the quotient YΓ, and they
admit a natural extension to XΓ, to be denoted by the same symbols: the sheaf
Ω1 as the sheaf of one-forms; for the sheaf ω−1, we may assume (by applying a
Möbious transformation) that the cusp of interest is the one-point compactification
of Γ∞\H at i∞, where Γ∞ is a discrete subgroup of upper triangular unipotent
matrices; then we declare the Γ∞-invariant section σ : H → R2, σ(z) = (0, 1) of
ω−1 to extend to a non-zero section at the cusp. The comparison of Lemma 14.3.2
extends to the cusps as follows:

Lemma 14.3.3. In a neighborhood of a cusp ∞, we have

(14.3.3.1) Ω = ω2(∞).

Proof. Identifying a neighborhood of the cusp with a neighborhood of i∞ in
Γ∞\H, as above, and using the trivialization of Lemma 14.3.2, the non-zero section
σ(z) = (0, 1) of ω−1 corresponds to the constant function f−1(z) = 1, and therefore
the function f2 = f−2

−1 = 1 corresponds to a non-zero section of ω2 in a neighbor-

hood of the cusp. If

(
1 α

1

)
is a generator for Γ∞, a holomorphic coordinate at

the cusp is given by qα = e
2πiz
α , so dz = α

2πi
dqα
qα

, and we see that the corresponding

differential form f2dz = dz has a pole of order 1 at qα = 0. �

Now we are ready to express modular forms and cusp forms in terms of these
line bundles; the proposition below could also have been taken as the definition.

Proposition 14.3.4. Under the trivializations of Lemma 14.3.2, Mk(Γ, 1) is the
image of H0(XΓ, ω

⊗k)→ H0(YΓ, ω
⊗k), and Sk(Γ, 1) is the image of H0(XΓ, ω

⊗k(−D))→
H0(YΓ, ω

⊗k), where D denotes the divisor corresponding to the cusps of XΓ.

Proof. This is immediate from Lemma 14.3.2, except for the behavior at the cusps.
We have seen that, by definition, the constant function corresponds under the above
trivialization to a section of ωk over Γ∞\H, hence modular forms of weight k extend
to sections of ωk at the cusps, and cusp forms extend to sections vanishing at the
cusps. �

Now let FR be the dual of the constant sheaf R2 over H. By using the standard
symplectic form on R2, we can and will identify it with R2 ⊗ det−1, equivariantly
under the GL2(R)0-action. Let F = FR ⊗R C. The surjection (14.3.1.1) induces,
dually, an injection ω ↪→ O ⊗ F ⊗ det−1 which, for every non-negative integer k,
gives rise to an injection

(14.3.4.1) ωk ↪→ O⊗ SymkF ⊗ det−k.

In particular, the restriction to SL2(R) is an equivariant injection toO⊗SymkF ,
and both sheaves descend to YΓ.

From these maps, (14.3.3.1), and de Rham cohomology, we obtain:

(14.3.4.2) H0(YΓ, ω
⊗k)

∼−→ H0(YΓ, ω
⊗k−2 ⊗ Ω1

YΓ
)→ H1(YΓ, Sym

k−2F)

Theorem 14.3.5 (Shimura isomorphism). The map (14.3.4.2) carries Sk(Γ, 1)
into H1(YΓ, Sym

k−2F) and induces an isomorphism

(14.3.5.1) Sk(Γ, 1)⊕ Sk(Γ, 1)
∼−→ H̃1(YΓ, Sym

k−2F),
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where H̃• denotes the image of H•c → H• (cohomology with compact supports to
cohomology without supports).

Proof. See [Del73] for references and further discussion. �

Now we describe the above sheaves and constructions in terms of moduli of
elliptic curves. The benefit of doing so is that it allows to endow the spaces YΓ, XΓ,
and the above sheaves, with algebro-geometric structure over the rational numbers
or appropriate rings of integers.

Definition 14.3.6. An elliptic curve in the category of complex manifolds is a
pair (E, e) consisting of a compact Riemann surface of genus one, and a point on it.
More generally, an elliptic curve over a complex manifold S is a smooth (submersive)
morphism of complex manifolds E → S, whose fibers are elliptic curves, equipped
with a section e : S → E.

Equivalent definitions mention the abelian group structure on the elliptic curve,
which arises by identifying it with its Jacobian, by sending a point x to the divisor
(x)− (e).

The space S = Isom(R2,C) comes equipped with an elliptic curve E0, defined
by the following short exact sequence of sheaves:

0→ Z2 → ω−1 → E0 → 0.

Moreover, this elliptic curve comes equipped with the following structure:

• an identification of its fundamental group with Z2; equivalently, an iden-
tification of the local system of homology groups (R1f∗Z)∨ (where R1f∗
denotes the first derived functor of pushforward, i.e., fiberwise cohomol-
ogy), or cohomology groups R1f∗Z, with the constant sheaf Z2;

• an identification of the analytic sheaf e∗Ω1
E0/S

= f∗Ω
1
E0/S

with the sheaf
ω.

Proposition 14.3.7. (1) The functor which associates to each complex man-
ifold S the set of isomorphism classes of elliptic curves (f : E → S,
e : S → E), equipped with isomorphisms e∗Ω1

E ' O and R1f∗Z ' Z2 is
representable by the complex manifold Isom(R2,C), equipped with a uni-
versal elliptic curve E0.

(2) The functor which associates to each analytic space S the set of isomor-
phism classes of elliptic curves over S, equipped with an isomorphism
R1f∗Z ' Z2 is represented by the complex manifold Isom(R2,C)/C×.

Proof. Omitted. �

The exterior square ∧2R1f∗Z is canonically trivialized by the fundamental class
corresponding to the complex orientation, and H = Hom−(R2,C)/C× represents

those isomorphisms for which the induced isomorphism ∧2R1f∗Z
∼−→ ∧2Z2 sends

this class to e2 ∧ e1, in the standard basis.
The map (14.3.1.1), now, and its dual (14.3.4.1) corresponds to the Hodge

filtration
(14.3.7.1)

0→ ω = R0f∗Ω
1
E0/S

→ O⊗R1f∗R→ ω−1 = (R0f∗Ω
1
E0/S

)∨ = R1f∗OE0 → 0.
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(Note that in this discussion we have been ignoring determinant factors when
identifying the constant sheaf with its dual, since the factors above do not carry an
action of GL2(R)0, but only of its subgroup SL2(Z).)

14.4. Maaß forms

Definition 14.4.1. For fixed k (“weight”) ∈ Z, define Maaß differential operators
on C∞(H) as follows:
Rk := iy ∂

∂x + y ∂
∂y + k

2

Lk := −iy ∂
∂x + y ∂

∂y −
k
2

∆k := −y2( ∂2

∂x2 + ∂2

∂y2 ) + iky ∂
∂x = −Rk−2Lk + k

2 (1− k
2 )

LetG = GL2(R)0 act on C∞(H) by (f |kg)(z) =
(
cz+d
|cz+d|

)k
f(gz), g =

(
a b
c d

)
∈

G. Let Γ be a discontinuous subgroup of SL2(R) ⊂ G containing −I with Γ\H of
finite volume, and let χ be a unitary character of Γ. We take C∞(Γ\H, χ, k) to
denote the set of functions, f , ∈ C∞(H) satisfying χ(γ)f(z) = (f |kγ)(z), for γ ∈ Γ.
(Note that this forces χ(−I) = (−1)k). A short calculation gives us the following
lemma:

Lemma 14.4.2. Rk and Lk act as weight raising and lowering operators respec-
tively, namely: Rk : C∞(Γ\H, χ, k) → C∞(Γ\H, χ, k + 2); Lk : C∞(Γ\H, χ, k) →
C∞(Γ\H, χ, k − 2); ∆k : C∞(Γ\H, χ, k)→ C∞(Γ\H, χ, k).

Proof. Left to the reader. �

Definition 14.4.3. A Maaß form of weight k for Γ is a smooth complex valued
function f on H that satisfies:

(1) f ∈ C∞(Γ\H, χ, k), for some χ;
(2) ∆kf = λf , some λ ∈ C;
(3) f has moderate growth at cusps of Γ.

Here, moderate growth at∞ means that f(x+ iy) is bounded by a polynomial in y
as y →∞. For a general cusp of Γ, a ∈ R∪∞, let ξ ∈ SL2(R) be such that ξ(∞) = a.
Then f is said to be of moderate growth at a if f |kξ ∈ C∞(ξ−1Γξ\H, ξχξ−1, k) is
of moderate growth at ∞.

Remark 14.4.4. Observe that the vanishing of a Maaß form f under the operator
Lk is equivalent to y−k/2f satisfying the Cauchy–Riemann equations. This defines
an embedding

(14.4.4.1) Mk(Γ, χ) ↪→ C∞(Γ\H, χ, k).

As yk/2f ′ ∈ ker(Lk), it is ∆k-eigenfunction with eigenvalue k
2 (1 − k

2 ). Moderate
growth is automatic, hence the embedding above identifies holomorphic modular
forms with a subspace of the Maaß forms, determined by the vanishing of the
weight-lowering operators.

When we pass to G = GL2(R)0-representations in the next section, it will
turn out that the vanishing of the weight-lowering operator places the image of
holomorphic modular forms in the discrete series representation with a certain
eigenvalue for the Casimir operator corresponding to k.
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14.5. Classical automorphic forms

With notation as in the previous section, namely G = GL2(R)0 and χ a charac-
ter of the lattice Γ ⊂ SL2(R), let C∞(Γ\G,χ) denote the space of complex-valued
smooth functions F on G satisfying F (γg) = χ(γ)F (g) for γ ∈ Γ, g ∈ G. G acts
on this space by right translation. Let C∞(Γ\G,χ, k) ⊂ C∞(Γ\G,χ) be the set
of functions, F , additionally satisfying F (gkθ) = eikθF (g), for κθ ∈ SO2(R) that
gives clockwise rotation by θ.

Proposition 14.5.1. There exists an inclusion σk : C∞(Γ\H, χ, k)→ C∞(Γ\G,χ, k)
given by f 7→ (F : g 7→ (f |kg)(i)). Furthermore, there exist elements R, L and ∆
of U(gC) acting on C∞(Γ\G,χ, k), that commute with the action of Rk, Lk and
∆k respectively. ∆ is (up to a scalar) the Casimir element of U(g).

Proof. That the image F of f belongs to C∞(Γ\G,χ, k) is quickly checked. For
the rest of the statements, notice first that every element g ∈ G can be uniquely

written as

(
u 0
0 u

)(
y1/2 xy−1/2

0 y−1/2

)
κθ. Here, x, y and u are uniquely determined,

while θ is uniquely determined mod 2π. Define the following elements of U(gC):

R := 1
2

(
1 i
i −1

)
and L := 1

2

(
1 −i
−i −1

)
.

Computing the action of R, L and the Casimir element ∆ in terms of x, y, u
and θ, we get that dR = e2iθ(iy ∂

∂x + y ∂
∂y + 1

2i
∂
∂θ ), dL = e2iθ(−iy ∂

∂x + y ∂
∂y −

1
2i

∂
∂θ )

and d∆ = −y2( ∂2

∂x2 + ∂2

∂y2 ) +y ∂2

∂x∂θ . One checks that these operators commute with

the action of Rk, Lk and ∆k in the desired fashion.
For details of the calculation, refer to [Bum97, Theorem 2.2.5]. �

Let ω be a (unitary) character of the center Z(G) of G, agreeing with χ on −I.
Consider C∞(Γ\G,χ, ω) ⊂ C∞(Γ\G,χ) denoting functions, F , that additionally
satisfy F (zg) = ω(z)F (g).

Definition 14.5.2. A(Γ\G,χ, ω) is the subspace of those elements of C∞(Γ\G,χ, ω)
that are Z(U(gC))-finite, K-finite, and satisfy the condition of moderate growth be-
low. Elements of A(Γ\G,χ, ω) are called automorphic forms.

Moderate growth here means that ∃k > 0 such that ∀D ∈ U(gC), |Df(g)|
has order of growth less than ‖g‖k where ‖g‖ can be defined to be a height
function obtained by pulling back the maximum function along the embedding
G = GL2(R)0 ↪→ R5. This is the embedding which sends a matrix to its 4 coordi-
nates and the determinant. Observe that since ω is a unitary character, |Df(g)| is
infact a well defined function on Γ\SL2(R).

Below, we explain the relationship between Maaß forms and Classical automor-
phic forms.

Remark 14.5.3. Notice that this will also cover the relationship between modular
forms and classical automorphic forms since modular forms give rise to certain
Maaß forms (kernels of Lk operators) (Remark 14.4.4).

Let f be a Maaß form of weight k, for character χ. Let F (g) := (f |kg)(i) =(
−ci+d
|ci+d|

)k
f(gi), g =

(
a b
c d

)
∈ G.
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Proposition 14.5.4. The above map f 7→ F identifies Maaß forms of weight k for
character χ with A(Γ\G,χ, ω) ∩ C∞(Γ\G,χ, k), where ω is the character which is
trivial on the identity component of R× and equal to (−1)k on −1.

Proof. Let z =

(
r

r

)
∈ Z(G).

F (zg) = ((f |kz)|kg)(i) = (−ci+d|ci+d| )
k(f |kz)(gi) = ( r

|r| )
k(−ci+d|ci+d| )

kf(gi) = ω(r)F (g)

Now, let γ =

(
a b
c d

)
∈ Γ. F (γg) = ((f |kγ)|kg)(i) = χ(γ)(f |kg)(i) =

χ(γ)F (g).
Therefore, F ∈ A(Γ\G,χ, ω).
By Proposition 14.5.1, as f is an eigenvector of ∆k, so is F = σk(f) of ∆. There-

fore, F is Z(U(gC))-finite, as the latter is generated by ∆ (by Theorem 6.5.7, The-
orem 6.4.2 and Definition 6.4.4). Additionally, being an element of C∞(Γ\G,χ, k),
F is also K = SO2(R)-finite. Finally, the moderate growth conditions for f and F
turn out to be equivalent, as in Remark 14.2.2. �

14.6. Classical and adelic automorphic forms

LetK0(N) =
∏
p{
(
a b
c d

)
∈ GL2(Zp)|c ≡ 0 modN}, andK1(N) =

∏
p{
(
a b
c d

)
∈

GL2(Zp)|c ≡ 0, d ≡ 1 mod N}. A refers to the ring of adeles of Q.
Our objective now is to present a classical automorphic form (which is, in

particular, a function on Γ0(N)\GL2(R)0) as an automorphic form on GL2(A).
We will first construct an isomorphism between Γ0(N)\GL2(R)0 and a quotient
of GL2(A), and then demonstrate a way to pull back elements of A(Γ\G,χ, ω)
to automorphic forms on GL2(A) with suitably defined characters of K0(N) and
Z(GL2(A)), where Z denotes the center of GL2.

Lemma 14.6.1. (1) For i = 0, 1, Γi(N)\GL2(R)0 and GL2(Q)\GL2(A)/K0(N)
are isomorphic as GL2(R)0-spaces, under the map induced by GL2(R)0 ↪→
GL2(A).

(2) The above induces an isomorphism of SL2(R)-spaces Γ0(N)\SL2(R) and
Z(A)GL2(Q)\GL2(A)/K0(N)

Proof. Consider the determinant map GL2(Q)\GL2(A)→ Q×\A×. Every fiber is
represented by an element of GL2(R), and by the strong approximation Theorem
13.6.5, applied to the group SL2, each fiber is acted upon transitively by SL2(R)S,
for any open subgroup S of SL2(Af ). Therefore, the map of double coset spaces

GL2(Q)\GL2(A)/Ki(N)GL2(R)0 → Q×\A×/ det(Ki(N))R×+
is a bijection. The right hand side represents the narrow class group of Q, hence
has only one element. Therefore, GL2(A) = GL2(Q)GL2(R)0Ki(N).

We obtain a surjection f : GL2(R)0 � GL2(Q)\GL2(A)/Ki(N). Suppose
f(g) = f(g′). Then, g = γg′k for some γ ∈ GL2(Q), k ∈ Ki(N). Writing γ = γfγ∞
(where γf corresponds to the part in finite adeles and γ∞ is the part corresponding
to archimedean places), g = γfkγ∞g

′ = γ∞g
′. Therefore, γf = k−1 ∈ Ki(N) and

γ∞ = g′g−1 has positive determinant. So, γ = γfγ∞ ∈ GL2(Q)∩GL2(R)0Ki(N) =
Γi(N) ⇒ g ∈ Γi(N)g′. We get the first isomorphism in the statement of the
proposition.
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Taking quotients by Z(R+) on both sides, and using the fact that Z(A) =
Z(R+)Z(Q)(Z(A)∩K0(N)) (again by the triviality of the narrow class group), we
get the second statement of the proposition. �

Next, we explain how to produce from χ and ω characters λ and ω̃ of K0(N)
and Z(GL2(A)) respectively. For this, we use again the fact that

A×/Q× ∼= R×+
∏
p<∞

Z×p ,

as in the proof of Lemma 14.6.1.
To construct a character λ : K0(N) → C×, we proceed as follows. Projection

to the places dividing N and the chinese remainder theorem gives us A×/Q× ∼=
R×+
∏
p<∞ Z×p �

∏
p|N Z×p � (Z/NZ)×. Composing this projection with χ, we get

a character χ̃ : A×/Q× → C×. Let ρ : K0(N) → A×/Q× be the map given by

sending (

(
ap bp
cp dp

)
)p to (dp)p. Define the character λ to be χ̃−1 ◦ ρ. Observe that

if l is a prime not dividing N , l = (l)p≤∞ ≡ (1, (ap)p) ∈ R×+
∏

Z×p , where for p 6= l,

ap = l−1 and al = 1. Therefore, l projects to l
−1 ∈ (Z/NZ)×. By multiplicativity,

any d coprime to N projects to d
−1 ∈ (Z/NZ)×. Composing this map with χ, we

observe that χ̃(d) = χ−1(d). If γ = (

(
a b
c d

)
)p<∞ ∈ K0(N) such that a, b, c, d ∈ Z,

then the above discussion shows that λ(γ−1) = χ̃−1(ρ(γ−1)) = χ(d).
The central character ω̃ is given as follows: Z(GL2(A)) ∼= A× � A×/Q× ∼=

R×+
∏
p<∞ Z×p

µ→ C×. Here µ is the map sending (ap)p≤∞ 7→ ω(a∞)χ̃−1((ap)).

Proposition 14.6.2. Let ω̃ be as defined above. The isomorphisms of Lemma
14.6.1 give rise to an inclusion of A(Γ\G,χ, ω) into the set of automorphic forms
on GL2(A) with central quasi-character ω̃.

Proof. Let λ : K0(N) → C× be as defined above. Let F ∈ A(Γ\G,χ, ω). Let
g ∈ GL2(A). We have then that g = γg∞k for some γ ∈ GL2(Q), and k ∈ K0(N).
Consider the function φ : g 7→ F (g∞)λ(k). To show this is well-defined, we need to
show that if g′∞ = γg∞k then F (g′∞) = F (g∞)λ(k).

Notice that g′∞ = γg∞k ⇒ g′∞ = γfγ∞g∞k (writing γ as a product of the finite

part and the archimedean part). Let γ =

(
a b
c d

)
. Therefore, g′∞ =

(
a b
c d

)
∞
g∞

and k = γ−1
f = (

(
a b
c d

)
)−1
p<∞. This implies that F (g′∞) = F (g∞)χ(d), and now

all we have to show is that χ(d) = λ((

(
a b
c d

)
)p<∞)−1. But this follows from the

construction λ.
Z(GL2(A)) ' A× = Q×R×+

∏
p Z×p can be verified to be acting via the qua-

sicharacter ω̃ by computing separately the action of Q×, R×+ and
∏
p Z×p . Let

g again be equal to g = γg∞k for some γ ∈ GL2(Q), and k ∈ K0(N). For
z = (z)p≤∞ ∈ Q×, φ(zg) = F (g∞)λ(k) = ω̃(z)φ(g). For z∞ ∈ R+, φ(z∞g) =
F (z∞g∞)λ(k) = ω(z∞)F (g∞)λ(k) = ω̃(z)φ(g). For z = (zp)p ∈

∏
p Z×p , φ(zg) =

F (g∞)λ(k)λ((

(
zp

zp

)
)p<∞) = φ(g)χ̃−1((zp)) = ω̃(z)φ(g). �
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Proposition 14.6.3. Suppose p - N . If F ∈ A(Γ\G,χ, ω) is an eigenfunction
of the classical Hecke operator Tp, then it is an eigenfunction of the measure

given by the charasteristic function of GL2(Zp)
(
p

1

)
GL2(Zp), with the same

eigenvalue. Furthermore, F is an eigenfunction of (the characteristic function of)

GL2(Zp)
(
p

p

)
GL2(Zp) with eigenvalue χ(p).

Proof. [Discussion of classical Hecke operators to be added.] �
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CHAPTER 15

GNU Free Documentation License

Version 1.2, November 2002
Copyright c©2000, 2001, 2002 Free Software Foundation, Inc.

51 Franklin St, Fifth Floor, Boston, MA 02110-1301 USA

Everyone is permitted to copy and distribute verbatim copies of this license
document, but changing it is not allowed.

Preamble

The purpose of this License is to make a manual, textbook, or other functional
and useful document ”free” in the sense of freedom: to assure everyone the effective
freedom to copy and redistribute it, with or without modifying it, either commer-
cially or noncommercially. Secondarily, this License preserves for the author and
publisher a way to get credit for their work, while not being considered responsible
for modifications made by others.

This License is a kind of ”copyleft”, which means that derivative works of the
document must themselves be free in the same sense. It complements the GNU
General Public License, which is a copyleft license designed for free software.

We have designed this License in order to use it for manuals for free software,
because free software needs free documentation: a free program should come with
manuals providing the same freedoms that the software does. But this License is
not limited to software manuals; it can be used for any textual work, regardless of
subject matter or whether it is published as a printed book. We recommend this
License principally for works whose purpose is instruction or reference.

15.1. APPLICABILITY AND DEFINITIONS

This License applies to any manual or other work, in any medium, that contains
a notice placed by the copyright holder saying it can be distributed under the terms
of this License. Such a notice grants a world-wide, royalty-free license, unlimited in
duration, to use that work under the conditions stated herein. The ”Document”,
below, refers to any such manual or work. Any member of the public is a licensee,
and is addressed as ”you”. You accept the license if you copy, modify or distribute
the work in a way requiring permission under copyright law.

A ”Modified Version” of the Document means any work containing the
Document or a portion of it, either copied verbatim, or with modifications and/or
translated into another language.

A ”Secondary Section” is a named appendix or a front-matter section of
the Document that deals exclusively with the relationship of the publishers or au-
thors of the Document to the Document’s overall subject (or to related matters)
and contains nothing that could fall directly within that overall subject. (Thus, if
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the Document is in part a textbook of mathematics, a Secondary Section may not
explain any mathematics.) The relationship could be a matter of historical connec-
tion with the subject or with related matters, or of legal, commercial, philosophical,
ethical or political position regarding them.

The ”Invariant Sections” are certain Secondary Sections whose titles are
designated, as being those of Invariant Sections, in the notice that says that the
Document is released under this License. If a section does not fit the above def-
inition of Secondary then it is not allowed to be designated as Invariant. The
Document may contain zero Invariant Sections. If the Document does not identify
any Invariant Sections then there are none.

The ”Cover Texts” are certain short passages of text that are listed, as
Front-Cover Texts or Back-Cover Texts, in the notice that says that the Document
is released under this License. A Front-Cover Text may be at most 5 words, and a
Back-Cover Text may be at most 25 words.

A ”Transparent” copy of the Document means a machine-readable copy,
represented in a format whose specification is available to the general public, that is
suitable for revising the document straightforwardly with generic text editors or (for
images composed of pixels) generic paint programs or (for drawings) some widely
available drawing editor, and that is suitable for input to text formatters or for
automatic translation to a variety of formats suitable for input to text formatters.
A copy made in an otherwise Transparent file format whose markup, or absence
of markup, has been arranged to thwart or discourage subsequent modification by
readers is not Transparent. An image format is not Transparent if used for any
substantial amount of text. A copy that is not ”Transparent” is called ”Opaque”.

Examples of suitable formats for Transparent copies include plain ASCII with-
out markup, Texinfo input format, LaTeX input format, SGML or XML using
a publicly available DTD, and standard-conforming simple HTML, PostScript or
PDF designed for human modification. Examples of transparent image formats in-
clude PNG, XCF and JPG. Opaque formats include proprietary formats that can be
read and edited only by proprietary word processors, SGML or XML for which the
DTD and/or processing tools are not generally available, and the machine-generated
HTML, PostScript or PDF produced by some word processors for output purposes
only.

The ”Title Page” means, for a printed book, the title page itself, plus such
following pages as are needed to hold, legibly, the material this License requires to
appear in the title page. For works in formats which do not have any title page
as such, ”Title Page” means the text near the most prominent appearance of the
work’s title, preceding the beginning of the body of the text.

A section ”Entitled XYZ” means a named subunit of the Document whose
title either is precisely XYZ or contains XYZ in parentheses following text that
translates XYZ in another language. (Here XYZ stands for a specific section name
mentioned below, such as ”Acknowledgements”, ”Dedications”, ”Endorse-
ments”, or ”History”.) To ”Preserve the Title” of such a section when you
modify the Document means that it remains a section ”Entitled XYZ” according
to this definition.

The Document may include Warranty Disclaimers next to the notice which
states that this License applies to the Document. These Warranty Disclaimers
are considered to be included by reference in this License, but only as regards
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disclaiming warranties: any other implication that these Warranty Disclaimers may
have is void and has no effect on the meaning of this License.

15.2. VERBATIM COPYING

You may copy and distribute the Document in any medium, either commer-
cially or noncommercially, provided that this License, the copyright notices, and
the license notice saying this License applies to the Document are reproduced in all
copies, and that you add no other conditions whatsoever to those of this License.
You may not use technical measures to obstruct or control the reading or further
copying of the copies you make or distribute. However, you may accept compensa-
tion in exchange for copies. If you distribute a large enough number of copies you
must also follow the conditions in section 3.

You may also lend copies, under the same conditions stated above, and you
may publicly display copies.

15.3. COPYING IN QUANTITY

If you publish printed copies (or copies in media that commonly have printed
covers) of the Document, numbering more than 100, and the Document’s license
notice requires Cover Texts, you must enclose the copies in covers that carry, clearly
and legibly, all these Cover Texts: Front-Cover Texts on the front cover, and Back-
Cover Texts on the back cover. Both covers must also clearly and legibly identify
you as the publisher of these copies. The front cover must present the full title with
all words of the title equally prominent and visible. You may add other material on
the covers in addition. Copying with changes limited to the covers, as long as they
preserve the title of the Document and satisfy these conditions, can be treated as
verbatim copying in other respects.

If the required texts for either cover are too voluminous to fit legibly, you
should put the first ones listed (as many as fit reasonably) on the actual cover, and
continue the rest onto adjacent pages.

If you publish or distribute Opaque copies of the Document numbering more
than 100, you must either include a machine-readable Transparent copy along with
each Opaque copy, or state in or with each Opaque copy a computer-network lo-
cation from which the general network-using public has access to download using
public-standard network protocols a complete Transparent copy of the Document,
free of added material. If you use the latter option, you must take reasonably pru-
dent steps, when you begin distribution of Opaque copies in quantity, to ensure
that this Transparent copy will remain thus accessible at the stated location until
at least one year after the last time you distribute an Opaque copy (directly or
through your agents or retailers) of that edition to the public.

It is requested, but not required, that you contact the authors of the Document
well before redistributing any large number of copies, to give them a chance to
provide you with an updated version of the Document.

15.4. MODIFICATIONS

You may copy and distribute a Modified Version of the Document under the
conditions of sections 2 and 3 above, provided that you release the Modified Ver-
sion under precisely this License, with the Modified Version filling the role of the
Document, thus licensing distribution and modification of the Modified Version
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to whoever possesses a copy of it. In addition, you must do these things in the
Modified Version:

A. Use in the Title Page (and on the covers, if any) a title distinct from that
of the Document, and from those of previous versions (which should, if
there were any, be listed in the History section of the Document). You
may use the same title as a previous version if the original publisher of
that version gives permission.

B. List on the Title Page, as authors, one or more persons or entities respon-
sible for authorship of the modifications in the Modified Version, together
with at least five of the principal authors of the Document (all of its prin-
cipal authors, if it has fewer than five), unless they release you from this
requirement.

C. State on the Title page the name of the publisher of the Modified Version,
as the publisher.

D. Preserve all the copyright notices of the Document.
E. Add an appropriate copyright notice for your modifications adjacent to

the other copyright notices.
F. Include, immediately after the copyright notices, a license notice giving

the public permission to use the Modified Version under the terms of this
License, in the form shown in the Addendum below.

G. Preserve in that license notice the full lists of Invariant Sections and re-
quired Cover Texts given in the Document’s license notice.

H. Include an unaltered copy of this License.
I. Preserve the section Entitled ”History”, Preserve its Title, and add to it

an item stating at least the title, year, new authors, and publisher of the
Modified Version as given on the Title Page. If there is no section Entitled
”History” in the Document, create one stating the title, year, authors, and
publisher of the Document as given on its Title Page, then add an item
describing the Modified Version as stated in the previous sentence.

J. Preserve the network location, if any, given in the Document for public
access to a Transparent copy of the Document, and likewise the network
locations given in the Document for previous versions it was based on.
These may be placed in the ”History” section. You may omit a network
location for a work that was published at least four years before the Doc-
ument itself, or if the original publisher of the version it refers to gives
permission.

K. For any section Entitled ”Acknowledgements” or ”Dedications”, Preserve
the Title of the section, and preserve in the section all the substance
and tone of each of the contributor acknowledgements and/or dedications
given therein.

L. Preserve all the Invariant Sections of the Document, unaltered in their text
and in their titles. Section numbers or the equivalent are not considered
part of the section titles.

M. Delete any section Entitled ”Endorsements”. Such a section may not be
included in the Modified Version.

N. Do not retitle any existing section to be Entitled ”Endorsements” or to
conflict in title with any Invariant Section.

O. Preserve any Warranty Disclaimers.
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If the Modified Version includes new front-matter sections or appendices that
qualify as Secondary Sections and contain no material copied from the Document,
you may at your option designate some or all of these sections as invariant. To
do this, add their titles to the list of Invariant Sections in the Modified Version’s
license notice. These titles must be distinct from any other section titles.

You may add a section Entitled ”Endorsements”, provided it contains nothing
but endorsements of your Modified Version by various parties–for example, state-
ments of peer review or that the text has been approved by an organization as the
authoritative definition of a standard.

You may add a passage of up to five words as a Front-Cover Text, and a passage
of up to 25 words as a Back-Cover Text, to the end of the list of Cover Texts in the
Modified Version. Only one passage of Front-Cover Text and one of Back-Cover
Text may be added by (or through arrangements made by) any one entity. If the
Document already includes a cover text for the same cover, previously added by
you or by arrangement made by the same entity you are acting on behalf of, you
may not add another; but you may replace the old one, on explicit permission from
the previous publisher that added the old one.

The author(s) and publisher(s) of the Document do not by this License give
permission to use their names for publicity for or to assert or imply endorsement
of any Modified Version.

15.5. COMBINING DOCUMENTS

You may combine the Document with other documents released under this
License, under the terms defined in section 4 above for modified versions, provided
that you include in the combination all of the Invariant Sections of all of the original
documents, unmodified, and list them all as Invariant Sections of your combined
work in its license notice, and that you preserve all their Warranty Disclaimers.

The combined work need only contain one copy of this License, and multiple
identical Invariant Sections may be replaced with a single copy. If there are multiple
Invariant Sections with the same name but different contents, make the title of
each such section unique by adding at the end of it, in parentheses, the name of
the original author or publisher of that section if known, or else a unique number.
Make the same adjustment to the section titles in the list of Invariant Sections in
the license notice of the combined work.

In the combination, you must combine any sections Entitled ”History” in the
various original documents, forming one section Entitled ”History”; likewise com-
bine any sections Entitled ”Acknowledgements”, and any sections Entitled ”Dedi-
cations”. You must delete all sections Entitled ”Endorsements”.

15.6. COLLECTIONS OF DOCUMENTS

You may make a collection consisting of the Document and other documents
released under this License, and replace the individual copies of this License in the
various documents with a single copy that is included in the collection, provided that
you follow the rules of this License for verbatim copying of each of the documents
in all other respects.

You may extract a single document from such a collection, and distribute it
individually under this License, provided you insert a copy of this License into the
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extracted document, and follow this License in all other respects regarding verbatim
copying of that document.

15.7. AGGREGATION WITH INDEPENDENT WORKS

A compilation of the Document or its derivatives with other separate and inde-
pendent documents or works, in or on a volume of a storage or distribution medium,
is called an ”aggregate” if the copyright resulting from the compilation is not used
to limit the legal rights of the compilation’s users beyond what the individual works
permit. When the Document is included in an aggregate, this License does not ap-
ply to the other works in the aggregate which are not themselves derivative works
of the Document.

If the Cover Text requirement of section 3 is applicable to these copies of the
Document, then if the Document is less than one half of the entire aggregate,
the Document’s Cover Texts may be placed on covers that bracket the Document
within the aggregate, or the electronic equivalent of covers if the Document is in
electronic form. Otherwise they must appear on printed covers that bracket the
whole aggregate.

15.8. TRANSLATION

Translation is considered a kind of modification, so you may distribute trans-
lations of the Document under the terms of section 4. Replacing Invariant Sections
with translations requires special permission from their copyright holders, but you
may include translations of some or all Invariant Sections in addition to the original
versions of these Invariant Sections. You may include a translation of this License,
and all the license notices in the Document, and any Warranty Disclaimers, provided
that you also include the original English version of this License and the original
versions of those notices and disclaimers. In case of a disagreement between the
translation and the original version of this License or a notice or disclaimer, the
original version will prevail.

If a section in the Document is Entitled ”Acknowledgements”, ”Dedications”, or
”History”, the requirement (section 4) to Preserve its Title (section 1) will typically
require changing the actual title.

15.9. TERMINATION

You may not copy, modify, sublicense, or distribute the Document except as
expressly provided for under this License. Any other attempt to copy, modify,
sublicense or distribute the Document is void, and will automatically terminate
your rights under this License. However, parties who have received copies, or
rights, from you under this License will not have their licenses terminated so long
as such parties remain in full compliance.

15.10. FUTURE REVISIONS OF THIS LICENSE

The Free Software Foundation may publish new, revised versions of the GNU
Free Documentation License from time to time. Such new versions will be similar
in spirit to the present version, but may differ in detail to address new problems or
concerns. See http://www.gnu.org/copyleft/.

Each version of the License is given a distinguishing version number. If the
Document specifies that a particular numbered version of this License ”or any later
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version” applies to it, you have the option of following the terms and conditions
either of that specified version or of any later version that has been published (not
as a draft) by the Free Software Foundation. If the Document does not specify a
version number of this License, you may choose any version ever published (not as
a draft) by the Free Software Foundation.

15.11. ADDENDUM: How to use this License for your documents

To use this License in a document you have written, include a copy of the
License in the document and put the following copyright and license notices just
after the title page:

Copyright c©YEAR YOUR NAME. Permission is granted to
copy, distribute and/or modify this document under the terms
of the GNU Free Documentation License, Version 1.2 or any
later version published by the Free Software Foundation; with
no Invariant Sections, no Front-Cover Texts, and no Back-Cover
Texts. A copy of the license is included in the section entitled
”GNU Free Documentation License”.

If you have Invariant Sections, Front-Cover Texts and Back-Cover Texts, re-
place the ”with...Texts.” line with this:

with the Invariant Sections being LIST THEIR TITLES, with
the Front-Cover Texts being LIST, and with the Back-Cover
Texts being LIST.

If you have Invariant Sections without Cover Texts, or some other combination
of the three, merge those two alternatives to suit the situation.

If your document contains nontrivial examples of program code, we recommend
releasing these examples in parallel under your choice of free software license, such
as the GNU General Public License, to permit their use in free software.
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Auto generated index

16.1. Alphabetized definitions

(g,K)-module of a Fréchet representa-
tion in 10.1.11
(g,K)-module in 10.1.9
E(g) in 5.5.1
C-group in 8.4.7
C∗-algebra of G in 2.7.3
C∗-algebra in 2.7.2
L-group in 8.4.2
P -cusp in 13.2.9
P -dominant in 10.5.1
z-extension in 13.7.5
(totally) decomposable in 2.2.1
(universal) enveloping algebra in 4.3.1
absolute value of the volume form in
13.8.6
abstract (positive) roots in 7.5.5
abstract Cartan group in 7.5.5
adjoint group in 8.1.22
adjoint representation in 4.2.3
adjoint in 8.1.16
adjoint in 8.1.17
admissible in 10.1.15
algebraic group in 4.1.5
algebraic scale function in 10.2.8
algebraic Whittaker datum in 8.1.11
analytic vector in 10.1.2
approximate exponential map in 10.3.2
associated graded algebra in 4.3.4
asymptotic expansion in 10.3.6
asymptotic matrix coefficient in 10.3.14
asymptotically equal in 10.3.4
automorphic forms in 14.2.5
automorphic representation in 14.2.5
automorphic space in 13.1.1
based root datum in 8.1.1
based root system in 5.4.1

basis in 5.4.1
Borel subalgebra in 5.4.3
Borel subgroup in 7.4.1
boundary degeneration in 13.2.3
canonical extension in 8.4.5
Cartan decomposition in 8.6.1
Cartan decomposition in 8.6.1
Cartan involution in 8.6.1
Cartan involution in 8.6.1
Cartan subalgebra in 5.1.15
Cartan subgroup in 7.4.1
Casimir element in 5.2.6
category O in 6.2.1
central isogeny in 8.1.6
character group in 7.1.1
character in 6.2.4
class group in 13.7.4
class number in 13.7.1
closed in 2.2.1
compact Lie algebra in 8.5.3
continuous family of Hodge structures in
13.10.24
contragredient representation in 2.6.5
contragredient in 2.5.10
contragredient in 10.1.18
coroots in 8.1.3
coroot in 5.3.16
cyclotomic character in 8.4.7
degenerate pre-flag variety in 13.2.1
degree of a vector bundle in 13.9.6
degree in 13.9.6
derived series in 5.1.3
derived series in 7.2.3
direct integral of operators in 2.8.6
direct integrals in 2.2.1
direct integral in 2.8.4
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dominant term in 10.3.6
dot action in 6.3.3
dual root system in 5.3.18
elliptic curve over a complex manifold S
in 14.3.6
elliptic curve in 14.3.6
equivalent radial functions in 10.2.12
equivalent in 2.5.1
equivariant toroidal compactification in
13.4.3
exponential bundle in 10.3.2
exponential map in 4.4.3
extended Langlands dual group in 8.4.7
F-representation in 2.6.1
Fell topology in 2.8.3
form in 8.2.1
Fréchet representation of moderate
growth in 2.6.1
fundamental degrees in 6.4.4
fundamental domain in 13.5.4
fundamental set in 13.5.4
Griffiths transversality in 13.10.25
group of inner automorphisms in 8.1.22
group of inner automorphisms in 8.5.1
group scheme in 4.1.3
Haar volume form in 13.8.9
Harish-Chandra center in 6.5.1
Harish-Chandra homomorphism in 6.5.5
Harish-Chandra–Schwartz space in
10.2.13
Hasse principle in 9.4.1
heighest weight vector in 6.1.1
Hermitian locally symmetric space in
13.10.18
Hermitian symmetric domain in 13.10.9
Hermitian symmetric space in 13.10.9
highest weight vector of an sl2-module in
5.3.3
Hodge decomposition in 13.10.21
Hodge structure in 13.10.21
Hodge tensor in 13.10.27
holomorphic family of Hodge structures
in 13.10.24
ideal in 5.1.2
induced torus in 7.1.3
infinitesimally equivalent in 10.1.11
inner derivations in 5.1.22
inner form in 8.3.4

irreducible in 2.2.1
irreducible in 2.7.2
isogeny in 8.1.3
Jacobi identity in 4.2.1
Killing form in 5.1.29
Langlands dual group in 8.4.2
Langlands parameter in 10.7.3
Levi decomposition in 7.3.4
Lie algebra of the group G in 4.2.7
Lie algebra in 4.2.1
Lie group in 4.1.1
linear algebraic group in 4.1.5
lower central series in 5.1.3
lowest weight vector of an sl2-module in
5.3.3
mass in 13.8.26
matrix coefficient in 2.4.5
measurable sections in 2.8.4
minuscule coweight in 13.10.15
minuscule weight in 13.10.15
moderate growth in 2.6.2
modular character in 13.8.9
morphism of C∗-algebras in 2.7.2
morphism of Hodge structures in
13.10.21
morphism of Lie algebras in 4.2.1
motive of G in 13.8.11
natural radial functions in 2.5.2
natural radial functions in 10.2.12
natural Schwarz space in 10.2.3
neighborhood of the P -cusp in 13.2.9
neighborhood of the degenerate P -cusp in
13.2.12
nilpotent radical in 5.1.7
nilpotent in 5.1.3
nilradical in 5.1.7
nondegenerate in 2.7.2
one parameter subgroup in 4.4.1
orthogonal group in 13.8.20
outer automorphisms in 8.1.22
parabolic automorphic space in 13.2.3
parabolic subalgebra in 5.4.3
parabolic in 7.3.3
pinning in 8.1.11
pointwise defined in 2.8.12
polarization of a Hodge structure in
13.10.29
polynomial growth in 10.2.12
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positive forms associated to the represen-
tation in 2.8.2
positive in 2.8.2
pre-flag variety in 13.2.1
pure inner form in 8.3.4
quadratic form in 13.8.20
quadratic module in 13.8.20
quotient in 5.1.2
radial function in 2.5.1
radial function in 10.2.12
radical in 5.1.7
radical in 7.2.9
rank in 5.1.15
rapidly decaying in 2.5.6
reduced C∗-algebra of G in 2.7.3
reduced in 5.3.12
reductive Borel–Serre compactification
in 13.4.3
reductive in 7.2.9
Rees algebra in 4.3.4
regular element in 5.1.16
regular representations in 2.4.4
regular semisimple in 5.1.16
representation of the Weil–Deligne group
in 10.7.1
representation in 2.2.1
representation in 4.2.2
restricted Lie algebra in 4.2.8
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vol. 18, Soc. Math. France, Paris, 2009, pp. 39–76. MR 2655309

[PR94] Vladimir Platonov and Andrei Rapinchuk, Algebraic groups and number theory, Pure

and Applied Mathematics, vol. 139, Academic Press, Inc., Boston, MA, 1994, Trans-
lated from the 1991 Russian original by Rachel Rowen. MR 1278263

[Pra77] Gopal Prasad, Strong approximation for semi-simple groups over function fields, Ann.

of Math. (2) 105 (1977), no. 3, 553–572. MR 444571
[Ros61] Maxwell Rosenlicht, On quotient varieties and the affine embedding of certain homo-

geneous spaces, Trans. Amer. Math. Soc. 101 (1961), 211–223. MR 130878

[Rud91] Walter Rudin, Functional analysis, second ed., International Series in Pure and Ap-
plied Mathematics, McGraw-Hill, Inc., New York, 1991. MR 1157815

[Rum] Dmitriy Rumynin, Modular Lie algebras, Notes.
[Sak13] Yiannis Sakellaridis, Beyond endoscopy for the relative trace formula I: Local theory,

Automorphic representations and L-functions, Tata Inst. Fundam. Res. Stud. Math.,

vol. 22, Tata Inst. Fund. Res., Mumbai, 2013, pp. 521–590. MR 3156863
[Sak16] , The Schwartz space of a smooth semi-algebraic stack, Selecta Math. (N.S.)

22 (2016), no. 4, 2401–2490. MR 3573962

[San81] J.-J. Sansuc, Groupe de Brauer et arithmétique des groupes algébriques linéaires sur
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