Probabilistic cellular automata with local transition matrices: synchronization, ergodicity, and inference
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Abstract

We introduce a new class of probabilistic cellular automata that are capable of exhibiting rich dynamics such as synchronization and ergodicity and can be easily inferred from data. The system is a finite-state locally interacting Markov chain on a circular graph. Each site’s subsequent state is random, with a distribution determined by its neighborhood’s empirical distribution multiplied by a local transition matrix. We establish sufficient and necessary conditions on the local transition matrix for synchronization and ergodicity. Also, we introduce novel least squares estimators for inferring the local transition matrix from various types of data, which may consist of either multiple trajectories, a long trajectory, or ensemble sequences without trajectory information. Under suitable identifiability conditions, we show the asymptotic normality of these estimators and provide non-asymptotic bounds for their accuracy.
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1 Introduction

Interacting systems, including probabilistic cellular automata (PCA) [Too94, LMS90, LN18] and interacting particles systems (IPS) [Lig85, Dur07, Ald13, Gri18], have a wide range of applications in Physics, Computer Science and Electrical Engineering, Economics and Finance, Biology and Sociology, Epidemiology and Ecology. These applications drive a growing interest in studying the dynamics of these systems, and inference of model parameters from observational data. As Aldous [Ald13] pointed out, it is “the most broad-ranging currently active field of applied probability”; however, “it is easy to invent and simulate models, but hard to give rigorous proofs or to relate convincingly to real-world data”. In this study, we introduce a new class of PCA that exhibits rich dynamics, yet can be easily inferred from observational data. We rigorously prove dynamical properties such as synchronization and ergodicity, and then construct computationally efficient estimators for which we prove properties such as asymptotic normality and non-asymptotic bounds.

We consider a new class of probabilistic cellular automata (PCA) on a $N$-node cyclic graph $(V, E)$ and a finite alphabet $\mathcal{A}$, in which every site updates independently with a distribution determined by its neighborhood’s empirical distribution multiplied by a local transition matrix.

The probabilistic cellular automaton we consider is a finite-state Markov chain:

$$X(t) = (X_1(t), \ldots, X_N(t)) = X_{1:N}(t) \in \mathcal{A}^N, \quad \mathcal{A} = \{1, \ldots, K\} =: \{1\}$$

on a cyclic graph $(V, E)$ with nodes indexed by $V = \{1, 2, \ldots, N\} =: [N]$ and with edges in $E$ connecting nodes within distances $n_v$, that is, nodes $n$ and $n'$ are connected whenever $|n - n'| \leq n_v$ (modulo $N^1$). Conditional on $X(t)$, each vertex $n$ makes updates independently depending on its neighborhood \footnote{RW: removed “plus 1”.}

$$V_n = \{n - n_v, \ldots, n, n+1, \ldots, n+n_v\} \pmod{N}, \text{ e.g., } 0 \text{ is viewed as } N,$$

and the transition probability of $X(t)$ is in the form

$$\mathbb{P}\{X(t + 1) = (x_1, \ldots, x_N)|X(t)\} = \prod_{n=1}^{N} \mathbb{P}\{X_n(t+1) = x_n|(X_{n'}(t))_{n' \in V_n}\}. \quad (1.1)$$

In particular, the local transition probability $\mathbb{P}\{X_n(t+1) = x_n|(X_{n'}(t))_{n' \in V_n}\}$ of the n-th vertex depends linearly on its neighborhood’s empirical distribution:

$$\mathbb{P}\{X_n(t + 1) = x_n|(X_{n'}(t))_{n' \in V_n}\} = \varphi_{n,t}(\cdot, x_n), \quad (1.2)$$

where $\mathbf{T} \in [0, 1]^{K \times K}$ is a row stochastic matrix (that is, $\sum_{k=1}^{K} \mathbf{T}(j, k) = 1$ for each $j$) that we call local transition matrix, and $\varphi_{n,t} \in \mathbb{R}^{1 \times K}$ is the local empirical distribution of the vertex’s neighborhood $V_n$ at time $t$

$$\varphi_{n,t} = (\varphi_{n,t}(1), \ldots, \varphi_{n,t}(K)), \quad \text{with } \varphi_{n,t}(k) := \frac{1}{|V_n|} \sum_{j \in V_n} \delta_{X_j(t)}(k), \quad k \in [K], \quad (1.3)$$

where $|V_n|$ is the cardinality of $V_n$, and $\delta$ is the Kronecker delta function.
Equivalently, the Markov chain $X(\cdot)$ has a global transition matrix $P \in \mathbb{R}^{K^N \times K^N}$ determined by the local transition matrix $T$:

$$
P(x_1:N, y_1:N) = \prod_{n=1}^{N} \phi_n T_{x_n,y_n} = \prod_{n=1}^{N} \frac{1}{|V_n|} \sum_{j \in V_n} T_{j,y_n}
$$

for any configurations $x_1:N, y_1:N \in [K]^N$, where $\phi_n(k) := \frac{1}{|V_n|} \sum_{j \in V_n} \delta_{x_j}(k)$ for $k \in [K]$ and $n \in [N]$. One can also view the system's evolution as follows: at each update step, every vertex samples a state from its neighbors uniformly at random, and then independently jumps according to the local transition matrix $T$.

![Diagram of a system with 8 agents on a graph with an alphabet $\mathcal{A} = \{\text{Yellow, Turquoise, and Blue}\}$ with $K = 3$. Each agent’s transition depends linearly on the empirical distribution of its nearest neighbors with $n_v = 2$ agents on each side.](image)

Figure 1: (a) The system of $N = 8$ agents on a graph with an alphabet $\mathcal{A} = \{\text{Yellow, Turquoise, and Blue}\}$ with $K = 3$. Each agent’s transition depends linearly on the empirical distribution of its nearest neighbors with $n_v = 2$ agents on each side. (b) The system moves from deterministic to stochastic dynamics; see Example 2.3. (c) The system moves from stochastic to deterministic dynamics, reaching a synchronization; see Example 2.4.

The key feature of our model is the linear dependence of the local transition probability in (1.2) on the local empirical distribution, represented by a local transition matrix. Such a linear dependence significantly reduces the number of parameters describing the local transition probability, which has a size $K^{|V_n|+1}$ since it assigns a $\mathbb{R}^1 \times K$-valued probability to each of the $K^{|V_n|}$ possible states of the neighborhood $V_n$. Without the linear dependence, the transition probability is overly complicated for analysis and requires a significant amount of data for its estimation. In contrast, with the linear dependence, our model has only $K^2$ parameters instead of $K^{|V_n|+1}$, significantly reducing the model complexity and the amount of data needed for inference.

The Markov chain can exhibit rich dynamics such as synchronization and ergodicity. Figure 1 illustrates two systems with $(N, K, n_v) = (8, 3, 2)$ and with different local transition matrices. Figure 1(b) shows a trajectory exhibiting a transition from deterministic to stochastic dynamics, and Figure 1(c) shows a trajectory exhibiting synchronization.

### 1.1 Main results

We first study how the local transition matrix determines important features of the global dynamics, by establishing sufficient and necessary conditions on the local transition matrix for synchronization and ergodicity. When the local transition matrix $T$ is irreducible, Theorem 2.7 shows that the system will achieve a synchronization if and only if $T$ is periodic with period $K$, and Theorem 2.10 shows...
that the system is exponentially ergodic if and only if $T$ is aperiodic. In short,

$$T \text{ irreducible : } \begin{cases} \text{periodic with period } K \iff \text{synchronization} \\ \text{aperiodic} \iff \text{exponential ergodicity} \end{cases}$$

We then study the dependencies between the global transition probability matrix of the Markov chain and the local transition matrix. Theorem 3.2 shows that there is a 1-1 map between the global transition matrix $P \in \mathbb{R}^{KN \times KN}$ and the local transition matrix; additionally, the invariant measure of $T$ is the marginal distribution of the invariant measure of $P$. Theorem 3.5 shows that $P$ is Lipschitz in $T$ under the total variation norm.

In Section 4, we introduce and study the properties of least squares estimators (LSEs) for inferring the local transition matrix from various types of data. The data may consist of multiple trajectories, a long trajectory, or ensemble sequences without trajectory information. Except for the case of a long trajectory, the system can be non-ergodic. These LSEs use the marginal distributions of each vertex and are more efficient to compute than the maximal likelihood estimator, which would involve non-convex optimization. We specify identifiability conditions for these LSEs and a non-identifiability for inference using stationary distribution in Section 4.4. We show the asymptotic normality of these estimators in Theorems 4.4 and 4.10 and provide non-asymptotic bounds for their accuracy in Section 4.5. Numerical tests show that the LSE with trajectory information is more accurate than the LSE without trajectory information, while both converge at the optimal rate $M^{-1/2}$, with $M$ being the sample size.

1.2 Related work

Probabilistic cellular automata (PCA). PCA are large interacting discrete dynamical systems for the modeling of a wide range of physical and societal phenomena, and we refer to [Too94, LMS90, LN18] and the reference therein for the applications. Motivated by the applications, there is consistent interest in studying the ergodicity of the systems; see, e.g., Dawson [Daw75] for a system with interacting subsystems, Follmer and Horst [FH01] for the averaged process of an interacting Markov chain with an infinite set of sites, Bérard [Bér23] for the exponential ergodicity of a 1D PCA with a local transition kernel on a three-state alphabet, and Casse [Cas23] for the ergodicity of a PCA with binary alphabet via random walks. The innovation in our model above is introducing a local transition matrix, which enables efficient estimation, while leaving the system capable of producing rich dynamics, exhibiting phenomena such as synchronization or ergodicity.

Interacting particle systems (IPSs). IPSs are continuous-time Markov processes on certain spaces of configurations of finitely or infinitely many interacting particles. The state space can be either discrete, such as the stochastic Ising model or the voter model [Lig85, Dur07, Ald13, Gri18], or continuous in the form of stochastic differential equations [CM08, CDP18, LRW21]. The interaction rules, either short-range or long-range, are often specified by functions called interaction kernels/potentials [Lig85, CDP18] or rate functions [Ald13]. Thus, our local transition matrix can be viewed as a counterpart of these interaction kernels or rate functions.

Inference of the local transition matrix. The inference of the local transition matrix is akin to the nonparametric estimation of the interaction kernel of interacting particle systems in [LZTM19, LMT21, DMH22, LWLM24], where inference leads to a linear inverse problem and is solved by least squares. However, the estimators in those works maximize the likelihood; here, our LSEs are different from the maximal likelihood estimator, which would lead to a constrained non-convex optimization problem, as discussed in Section 4.1.1. Also, while the identifiability conditions are
Table 1: Notations.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k \in A = [K] = {1, \ldots, K}$</td>
<td>alphabet set for state values</td>
</tr>
<tr>
<td>$n \in [N] = {1, 2, \ldots, N}$</td>
<td>index of vertices/agents in the graph</td>
</tr>
<tr>
<td>$m \in [M], \ t \in [L]$</td>
<td>index of sample trajectories and index of time</td>
</tr>
<tr>
<td>$X(t) \in A^N$</td>
<td>state of the Markov chain at time $t$</td>
</tr>
<tr>
<td>$V_n$ and $n_v$</td>
<td>the $n$-th vertex’s neighborhood $V_n$, consisting of $2n_v + 1$ vertices</td>
</tr>
<tr>
<td>$\varphi_{n,t} = (\varphi_{n,t}(1), \ldots, \varphi_{n,t}(K))$</td>
<td>empirical distribution in $V_n$ at time $t$; $[0, 1]^{1 \times K}$-valued</td>
</tr>
<tr>
<td>$c_{n,t} = (c_{n,t}(1), \ldots, c_{n,t}(K))$</td>
<td>empirical distribution of $X_n(t)$: $c_{n,t}(k) := \delta_{X_n(t)}(k)$</td>
</tr>
<tr>
<td>$T \in [0, 1]^{K \times K}$</td>
<td>local transition matrix: $\sum_{k=1}^{K} T_{jk} = 1, \forall j$</td>
</tr>
<tr>
<td>$P \in [0, 1]^{KN \times KN}$</td>
<td>(global) transition matrix of the Markov chain</td>
</tr>
<tr>
<td>$| \cdot |, | \cdot |<em>F, | \cdot |</em>{op}$</td>
<td>Euclidean, Frobenius and operator norms</td>
</tr>
</tbody>
</table>

specified based on the large sample limit case, in the same spirit as the coercivity condition on function spaces in [LLM+21, LL23], this study considers parametric inference, so the identifiability conditions are less restrictive.

We use the notations in Table 1 throughout the paper. We denote the entries of $T \in \mathbb{R}^{K \times K}$ by $T_{jk}$ with $j, k \in [K]$, and denote the entries of $P \in \mathbb{R}^{KN \times KN}$ by $P(x, y)$ with $x, y \in [K]^N$, where $x = x_{1:N} := (x_1, \ldots, x_N)$ with $x_i \in [K]$.

2 Dynamical properties: synchronization and ergodicity

This section studies the dynamical properties of the process $X(\cdot)$ in (1.1)-(1.2) as a Markov chain with $K^N$ states, whose transition probability matrix $P \in \mathbb{R}^{KN \times KN}$ is determined by the neighborhood and the local transition matrix $T \in \mathbb{R}^{K \times K}$. In particular, we show the necessary and sufficient conditions on the local transition matrix for the Markov chain to achieve synchronization or ergodicity. We will study the relation between $P$ and $T$, including their associated invariant measures, in Section 3.

To study the Markov chain, we recall the following preliminaries about a finite-state Markov chain, denoted by $Z(t)$, which has states in $[n]$ and transition matrix $A \in \mathbb{R}^{n \times n}$.

- Irreducible matrix. The transition matrix $A \in \mathbb{R}^{n \times n}$ is called irreducible if $\forall i, j \in [n]^2, \exists t \in \mathbb{N}$, such that $(A^t)_{ij} > 0$.

- Period of a matrix. The period $d(i)$ of a state $i$ is the greatest common divisor of all $m$ such that $(A^m)_{ii} > 0$, i.e., $d(i) := \gcd\{m \in \mathbb{N} : (A^m)_{ii} > 0\}$. When $A$ is irreducible, the period of every state is the same and is called the period of $A$. The irreducible matrix $A$ is called aperiodic if its period is one.

- Recurrence and Transience. A state $i$ is called recurrent if $\mathbb{P}\{\tau_i < \infty | Z(0) = i\} = 1$, where $\tau_i = \min\{t \in \mathbb{N} : Z(t) = i\}$; in other words, the chain starting from this state returns to it in finite time with probability one. The state $i$ is called transient if $\mathbb{P}\{\tau_i < \infty | Z(0) = i\} < 1$. The state is called positive recurrent if $\mathbb{E}[\tau_i | Z(0) = i] < \infty$.

In the following, we first present a few examples of the locally interacting Markov chain, showing that the Markov chain can have various dynamical properties. Then, we study the sufficient and necessary conditions for the system to synchronize or to be ergodic.
2.1 Examples: stochastic dynamics and synchronization

We introduce four examples: non-interacting agents, the smallest model, a system transitioning from deterministic to stochastic dynamics, and a system achieving synchronization.

Example 2.1 (Non-interacting agents) When the agents do not interact, i.e., \( n_v = 0 \), they move independently according to a Markov chain with \( T \) as the probability transition matrix. That is, the process \( X(t) = (X_1(t), X_2(t), \ldots, X_N(t)) \) is a vector of \( N \) independent Markov chains with the same transition matrix \( T \).

Example 2.2 (Smallest model: \( (N, K) = (2, 2) \)) Consider the model with \( (N, K, n_v) = (2, 2, 1) \). Since the neighborhood is the full network for each site, local empirical distributions are the same for all sites, i.e., we have \( \phi_1 = \phi_2 \) for all states. The following table shows the local empirical distributions and the global transition matrix with a local transition matrix \( T = \begin{pmatrix} T_{11} & T_{12} \\ T_{21} & T_{22} \end{pmatrix} \):

<table>
<thead>
<tr>
<th>( x )</th>
<th>( \phi_1 = \phi_2 )</th>
<th>11</th>
<th>12</th>
<th>21</th>
<th>22</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>(1, 0)</td>
<td>( \frac{1}{4}(T_{11} + T_{21})^2 )</td>
<td>( T_{11}T_{12} )</td>
<td>( T_{11}T_{12} )</td>
<td>( T_{12}^2 )</td>
</tr>
<tr>
<td>12</td>
<td>(0.5, 0.5)</td>
<td>( \frac{1}{4}(T_{11} + T_{21})^2 )</td>
<td>( P(12, 12) )</td>
<td>( P(12, 21) )</td>
<td>( \frac{1}{4}(T_{12} + T_{22})^2 )</td>
</tr>
<tr>
<td>21</td>
<td>(0.5, 0.5)</td>
<td>( \frac{1}{4}(T_{11} + T_{21})^2 )</td>
<td>( P(21, 12) )</td>
<td>( P(21, 21) )</td>
<td>( \frac{1}{4}(T_{12} + T_{22})^2 )</td>
</tr>
<tr>
<td>22</td>
<td>(0, 1)</td>
<td>( T_{21}^2 )</td>
<td>( T_{11}T_{12} )</td>
<td>( T_{11}T_{12} )</td>
<td>( T_{22}^2 )</td>
</tr>
</tbody>
</table>

where \( P(12, 12) = P(12, 21) = P(21, 12) = P(21, 21) = \frac{1}{4}(T_{11} + T_{21})(T_{12} + T_{22}) \).

Example 2.3 (From deterministic to stochastic dynamics) The system can change from deterministic to stochastic dynamics. Let \( T \) be such that \( T_{i,i+1} = 1 \) for \( i = 1, \ldots, K-1 \) and \( T_{K,j} = \frac{1}{K} \) for \( j = 1, \ldots, K \); that is,

\[
T = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
\frac{1}{K} & \frac{1}{K} & \frac{1}{K} & \cdots & \frac{1}{K}
\end{bmatrix},
\]

(2.1)

The system’s dynamics will move from deterministic to stochastic if it starts with state \( (1, \ldots, 1) \in \mathcal{A}^N \). Specifically, note that we have \( \varphi_{n,0} = (1, 0, \ldots, 0) = e_1 \in \mathbb{R}^{1 \times K} \) for each \( n \in [N] \). Then, the value of each site moves to the next value deterministically, i.e., \( X(t) = (t+1, t+1, \ldots, t+1) \in \mathcal{A}^N \), for \( t \leq K-1 \). Correspondingly, we have \( \varphi_{n,t} = e_{t+1} \in \mathbb{R}^{1 \times K} \) for each \( n \in [N] \) and \( t \leq K-1 \). When \( t > K-1 \), the move becomes stochastic as the last row of the local transition matrix injects the randomness. Figure 1(b) shows a typical trajectory of the system when \( (N, K, n_v) = (8, 3, 2) \).

Example 2.4 (Synchronization: from stochastic to deterministic dynamics) When \( T \) is a permutation matrix such that it is irreducible with period \( K \), e.g.,

\[
T = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
1 & 0 & 0 & \cdots & 0
\end{bmatrix},
\]

(2.2)
the Markov chain will achieve synchronization (see Theorem 2.7), in which all sites move from one state to another with the same period as \( T \), as demonstrated in Figure 1(c) for a typical trajectory of the system when \((N, K, n_{v}) = (8, 3, 2)\). In particular, the deterministic dynamics of the Markov chain after synchronization is as follows. Without loss of generality, suppose that it starts from the state \( X(0) = (1, \ldots, 1) \in \mathcal{A}^{N} \). The local empirical distributions are \( \varphi_{n,0} = (1,0,\cdots,0) =: e_{1} \in \mathbb{R}^{1 \times K} \) for each \( n \in [N] \). Then, all vertices move uniformly from one state to the next, i.e., \( X(t) = (t + 1, \ldots, t + 1) \) for \( t \leq K - 1 \), and then repeats periodically, as shown in the following tabular.

\[
\begin{array}{ccccccc}
X(t) & t = 0 & t = 1 & \cdots & t = K - 1 & t = K & \cdots \\
\phi_{n,t} & (1,1,\cdots,1) & (2,2,\cdots,2) & \cdots & (K,K,\cdots,K) & (1,1,\cdots,1) & \cdots \\
\end{array}
\]

The corresponding local distributions are \( \varphi_{n,t} = e_{t+1} \in \mathbb{R}^{1 \times K} \) for each \( n \in [N] \) and \( t \leq K - 1 \).

2.2 Synchronization

We show first that the system with irreducible local transition matrix \( T \) will synchronize if and only if \( T \) is periodic with period \( K \).

**Definition 2.5 (Synchronization)** We say the system achieves a synchronization at time \( t_{0} \) if all sites move identically after \( t_{0} \), i.e., \( X_{1}(t) = X_{2}(t) = \cdots = X_{N}(t) \) for all \( t \geq t_{0} \).

The following proposition says that if \( T \) is irreducible and periodic, then the Markov chain \( X(\cdot) \) eventually will be periodic.

**Proposition 2.6** Suppose that \( T \) is irreducible and periodic with period \( 2 \leq d \leq K \). Then

(i) \([K]\) can be decomposed as a finite disjoint union \( C_{0} \cup \cdots \cup C_{d-1} \), such that (setting \( C_{d} = C_{0} \)), \( T_{jk} > 0 \) only if \( j \in C_{r} \) and \( k \in C_{r+1} \) for some \( r \).

(ii) For \( X(\cdot) \), the collection of states

\[
A := C_{0}^{\otimes N} \cup \cdots \cup C_{d-1}^{\otimes N} \subset [K]^{N}
\]

is periodic with period \( d \). The collection of states \( [K]^{N} \setminus A \) is transient.

**Proof.** (i) This is a standard result; see e.g. [Nor98, Theorem 1.8.4].

(ii) It follows from (i) that states in \( A \) are periodic with period \( d \). It remains to show that states in \( [K]^{N} \setminus A \) are transient. For this, we will show that starting from \( X(0) = x_{1:N} \) for any configuration \( x_{1:N} = (x_{1}, \ldots, x_{N}) \in [K]^{N} \setminus A \), there is some \( t_{0} \in \mathbb{N} \) such that \( P \{ X(t_{0}) \in A \} > 0 \). Assume without loss of generality that \( x_{1} \in C_{0} \). Since \( T \) is irreducible, by part (i), there is some \( c_{1} \in C_{1} \) such that \( T_{c_{0}c_{1}} > 0 \). Therefore, recalling the neighborhood \( V_{1} = \{1,2,\ldots,1+n_{v},N+1-n_{v},\ldots,N-1,N\} \), there is a positive probability that \( X(1) \) has some configuration in

\[
\{(y_{1}, \ldots, y_{N}) : y_{1} = \cdots = y_{1+n_{v}} = y_{N+1-n_{v}} = \cdots = y_{N} = c_{1}\},
\]

i.e., the neighbors of node 1 have the same state \( c_{1} \). Again since \( T \) is irreducible, by part (i), there is some \( c_{2} \in C_{2} \) such that \( T_{c_{1}c_{2}} > 0 \). So there is a positive probability that \( X(2) \) has some configuration in

\[
\{(y_{1}, \ldots, y_{N}) : y_{1} = \cdots = y_{1+2n_{v}} = y_{N+1-2n_{v}} = \cdots = y_{N} = c_{2}\},
\]
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i.e., the neighbors of neighbors of node 1 have the same state $c_2$. Continuing in this manner, we see that there is a positive probability for $X$ to jump after at most $\left\lceil \frac{N}{2m_v} \right\rceil$ steps to some state in $A$, i.e.,
$$
P \left\{ X(\left\lceil \frac{N}{2m_v} \right\rceil) \in A \right\} > 0.
$$

Using Proposition 2.6, we have the following characterization of when synchronization occurs.

**Theorem 2.7 (Synchronization)** Suppose that $T$ is irreducible. Then, the system will achieve a synchronization (with period $K$) if and only if the period of $T$ is $K$.

**Proof.** (i) We first prove the “if” direction. Suppose the period of $T$ is $K$. Then the decomposition of $K$ in Proposition 2.6(i) must have the form that each $C_r$ is a singleton. So the collection of states $A$ in Proposition 2.6(ii) is actually just
$$
\{ (k, \ldots, k) \in [K]^N : k \in [K] \}.
$$

Also by Proposition 2.6(ii), all states in $[K]^N \setminus A$ are transient and will eventually jump to some state in $A$. Therefore, the system will achieve a synchronization with period $K$.

(ii) Next, we prove the “only if” direction. Suppose the system will achieve synchronization. Then there exists some $k_0 \in [K]$ such that, starting from $(k_0, \ldots, k_0) \in [K]^N$, the system will jump only among the collection of states in (2.3). This implies that $T_{k_0, k_1} = 1$ for some $k_1 \in [K] \setminus \{k_0\}$. This further implies, for each $r = 1, \ldots, K - 2$, $T_{k_r, k_{r+1}} = 1$ for some $k_{r+1} \in [K] \setminus \{k_0, \ldots, k_r\}$, as otherwise one has $k_{r+1} = k_j$ for some $0 \leq j \leq r$ and it contradicts with the assumption that $T$ is irreducible. Finally, again by irreducibility of $T$, we must have $T_{K-1, k_0} = 1$. Therefore, the period of $T$ is $K$.

**Remark 2.8** The arguments in the proof of Proposition 2.6 also reveal that, when $T$ is reducible, it is still possible that the system will reach a synchronization. For example:

(i) If $T$ has some transient states, such as $T = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix}$, then eventually, the system will reach a synchronization and oscillate between $(2, \ldots, 2), (3, \ldots, 3) \in [K]^N$.

(ii) If $T$ has more than one communication class, such as $T = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{bmatrix}$, then eventually the system will reach a synchronization and oscillate between the configurations $(1, \ldots, 1), (2, \ldots, 2) \in [K]^N$, or between $(3, \ldots, 3), (4, \ldots, 4) \in [K]^N$.

### 2.3 Ergodicity

We show that the system with irreducible local transition matrix $T$ is ergodic if and only if $T$ is (irreducible and) aperiodic.

**Proposition 2.9** The global transition matrix $P$ is irreducible and aperiodic if and only if the stochastic matrix $T$ is irreducible and aperiodic.
Proof. (i) We first prove the “if” direction: We will show that \( P \) is irreducible and aperiodic when \( T \) is irreducible and aperiodic. It suffices to show that there exists \( l_0 \) such that for all \( l \geq l_0 \), 
\[
P(l)(x, y) > 0 \quad \text{for all } x = (j_1, \ldots, j_N), y = (k_1, \ldots, k_N) \in [K]^N.
\]

Since \( T \) is irreducible and aperiodic, there exists some \( l_0 \) such that for all \( l \geq l_0 \) and \( j, k \in [K] \), \( (T(l))_{jk} > 0 \). Fix such an \( l \). For each \( n \in [n] \), \( (T(l))_{jn_{kn}} > 0 \) implies that there exists a sequence \( i_1(j_n, k_n), \ldots, i_l(j_n, k_n) \in [K] \) such that 
\[
T_{j_{i_l}(j_n, k_n)} T_{i_l(j_n, k_n)j_{i_{l-1}(j_n, k_n)}} \cdots T_{i_1(j_n, k_n)k_n} > 0.
\]

Let \( x(l) = (i_l(j_1, k_1), \ldots, i_l(j_N, k_N)) \) for \( 1 \leq l \leq l_0 \). Then,
\[
P(l)(x, y) \geq P(x, x^{(1)}) P(x^{(1)}, x^{(2)}) \cdots P(x^{(l)}, y).
\]

Meanwhile, noting that the neighborhood of the node \( n \) includes itself, we have \( \phi_n(x_n) \geq \frac{1}{|V_n|} \) for any \( x = x_1:N \). Thus, (1.4) implies that
\[
P(x_1:N, y_1:N) \geq \prod_{n=1}^N \frac{1}{|V_n|} T_{x_n,y_n}
\]
for any states \( x_1:N \) and \( y_1:N \). Thus, \( P(x_1:N, y_1:N) \geq \prod_{n=1}^N \frac{1}{|V_n|} T_{x_n,y_n} \) for each \( t \), where \( V_n^t \) is the neighborhood of the \( n \)-th agent at time \( t \). Hence,
\[
P(l)(x, y) \geq \prod_{n=1}^N (T_{j_{i_l}(j_n, k_n)} T_{i_l(j_n, k_n)j_{i_{l-1}(j_n, k_n)}} \cdots T_{i_1(j_n, k_n)k_n}) \frac{1}{|V_n|} > 0.
\]

Thus, \( P \) is also irreducible and aperiodic.

(ii) Next, we prove the “only if” direction. Let \( X(\cdot) \) be irreducible and aperiodic.

Suppose \( T \) is reducible. Then there exists an \( A \subseteq [K] \) with \( A \neq \emptyset \) such that for all \( j \in A \), \( k \in A^c \) and \( l \geq 1 \), \( T(l)_{jk} = 0 \). Then for all \( x = (j_1, \ldots, j_N) \in A^{\otimes N}, y = (k_1, \ldots, k_N) \in (A^c)^{\otimes N} \) and \( l \geq 1 \), 
\[
P(l)(x, y) = 0,
\]
so \( P \) is reducible. This leads to a contradiction and hence \( T \) must be irreducible.

Suppose \( T \) is irreducible but periodic with period \( d \geq 2 \). Then, by Proposition 2.6(ii), \( X(\cdot) \) is not irreducible, which is a contradiction. This completes the proof. \( \blacksquare \)

**Theorem 2.10** Assume that the stochastic matrix \( T \) is irreducible and aperiodic. Then, \( X(\cdot) \) is irreducible, aperiodic, and hence ergodic. In particular, there exists a unique stationary distribution \( \pi \), all states are positive recurrent, \( \lim_{t \to \infty} P \{ X(t) = \cdot \} = \pi(\cdot) \), and there exist \( C \in (0, \infty), \rho \in (0, 1) \) and \( t_0 \in \mathbb{N} \) such that
\[
\| P(t, \cdot) - \pi \|_{TV} \leq C \rho^t, \quad \forall t \geq t_0, x \in [K]^N.
\]

**Proof.** By Proposition 2.9, we have that \( X(\cdot) \) is irreducible and aperiodic. It then remains to prove (2.4), as the rest of the statements are classic results (see, e.g., Proposition A.1 for completeness).

Since \( X(\cdot) \) is irreducible and aperiodic, there exists some \( t_0 \in \mathbb{N} \) such that
\[
P(t_0, x, y) > 0, \quad \forall x, y \in [K]^N.
\]

Therefore 
\[
| P(t_0, x, y) - P(t_0, x', y) | < \max \{ P(t_0, x, y), P(t_0, x', y) \} < P(t_0, x, y) + P(t_0, x', y) \quad \text{for all } x, x', y \in [K]^N.
\]
Hence, \( \rho_0 := \frac{1}{2} \max_{x,x'} \sum_{y \in [K]^N} \max \{ P(t_0, x, y), P(t_0, x', y) \} < \sum_{y \in [K]^N} \text{ } [P(t_0, x, y) + \]
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Furthermore, we show that synchronization if and only if the transition matrix does not determine an invariant measure is the same as the invariant measure of the system is exponentially ergodic if and only if the system is periodic with period \( K \). In particular, Theorem 2.7 shows that the system will achieve a unique invariant distribution. As the transition of the Markov chain's marginal distribution of the Markov chain's states, clearly the transition matrix \( P \) is shift invariant. However, the marginal distribution does not determine \( T \), as we show in Example 3.3 that there are two \( T \)'s leading to the same \( \tilde{\pi} \) and different \( \pi \); nor does the joint invariant distribution, as we show in Example 3.4 that there are two \( T \)'s leading to the same \( \tilde{\pi} \) and different \( \pi \).

### 3.1 Local and global transition matrices and associated invariant measures

We show that there exists a 1-1 map between the global and local transition matrices \( P \) and \( T \). Furthermore, we show that \( \tilde{\pi} \) is the marginal of \( \pi \), where \( \pi \in \mathbb{R}^{K^N} \) and \( \tilde{\pi} \in \mathbb{R}^K \) denote the unique invariant measures of \( P \) and \( T \), respectively. That is, the marginal distribution of the Markov chain's invariant measure is the same as the invariant measure of \( T \). However, the marginal distribution does not determine \( T \), as we show in Example 3.3 that there are two \( T \)'s leading to the same \( \tilde{\pi} \) and different \( \pi \); nor does the joint invariant distribution, as we show in Example 3.4 that there are two \( T \)'s leading to the same \( \tilde{\pi} \) and different \( \pi \).

#### Proposition 3.1 (Shift-invariance)

The transition matrix \( P \) is shift invariant. Therefore the invariant measure \( \tilde{\pi} \) is shift-invariant, namely, for each \( (x_1, \ldots, x_N) \in [K]^N \),

\[
\tilde{\pi}(x_1, \ldots, x_N) = \pi(x_2, \ldots, x_N, x_1).
\]

**Proof.** Recall the neighborhood \( V_n = \{n-n_v, \ldots, n, n+1, \ldots, n+n_v\} \). Clearly the graph \( G = (V, E) \) is invariant under shift of the node indices \( [1, \ldots, n] \). As the transition of \( X(\cdot) \) in (1.1) and (1.2) depends on states through the empirical distribution of neighborhood’s states, clearly the transition matrix \( P \) is shift invariant. Since the invariant measure \( \pi \) is unique, we also have shift-invariance of \( \tilde{\pi} \).

The next theorem shows that there is a 1-1 correspondence between the local and global transition matrices. In particular, \( T \) is determined by \( K^2 \) entries of \( P \).
Theorem 3.2 (1-1 map between $P$ and $T$, $\tilde{\pi}$ as the marginal of $\pi$) There is a 1-1 map between $T \in \mathbb{R}^{K \times K}$ and $P \in \mathbb{R}^{K^N \times K^N}$. Furthermore, denote by $\pi_n$ the $n$-th marginal distribution of $\pi$, i.e., $\pi_n(k) = \lim_{t \to \infty} P(X_n(t) = k), \forall k = 1, \ldots, K$. Then $\pi_n = \tilde{\pi}$.

Proof. Eq.(1.4) shows that $T$ uniquely determines $P$. It also implies that $$T_{jk} = P(x_{1:N}, y_{1:N})^{1/N}, \text{ with } x_{1:N} = (j, \ldots, j), \ y_{1:N} = (k, \ldots, k).$$ Therefore there is a 1-1 map between $T \in \mathbb{R}^{K \times K}$ and $P \in \mathbb{R}^{K^N \times K^N}$.

Next, we prove that the marginal distribution $\pi_n$ of the invariant measure $\pi$ of $P$ is the same as the invariant measure $\tilde{\pi}$ of $T$. By shift-invariance in Proposition 3.1, $\pi_n = \pi_m$ for all $n, m \in [N]$. Since $\pi$ is the invariant measure of $P$, we have $\pi = \pi P$. Applying (1.4), we can write $$\pi(y_{1:N}) = \sum_{x_{1:N} \in [K]^N} \pi(x_{1:N}) \prod_{n=1}^{N} \frac{1}{|V_n|} \sum_{n'=n-n_v}^{n+n_v} T_{x_{n'}, y_n}.$$ Note that $\frac{1}{|V_n|} \sum_{n'=n-n_v}^{n+n_v} T_{x_{n'}, y_n}$ depends on $(y_{1:N})$ only through $y_n$. Summing over $(y_2, \ldots, y_N) \in \{1, \ldots, K\}^{N-1}$, we have $$\pi_1(y_1) = \sum_{(x_{1:N}) \in [K]^N} \pi(x_{1:N}) \frac{1}{|V_1|} \sum_{n'=1-n_v}^{1+n_v} T_{x_{n'}, y_1} = \frac{1}{|V_1|} \sum_{n'=1-n_v}^{1+n_v} \sum_{x_{n'} \in [K]} \pi_{n'}(x_{n'}) T_{x_{n'}, y_1}.$$ By symmetry of $\pi$, we have $$\pi_1(y_1) = \sum_{k \in \{1, \ldots, K\}} \pi_1(k) T_{ky_1},$$ namely $\pi_1 = \tilde{\pi}$. 

However, one generally does not have $\pi$ as the product measure of $\tilde{\pi}$. In fact, $\pi$ is not completely determined by $\tilde{\pi}$. As illustrated in the following example, one can have two different $T$’s with the same $\tilde{\pi}$ but different $\pi$’s.

Example 3.3 (Same marginal, different invariant measures, T and P’s) Consider $K = 2$, $N = 2$ and $V_n = \{1, 2\}$ without doubling counting the other vertex.

(i) If $T = \begin{bmatrix} 1/2 & 1/2 \\ 1 & 0 \end{bmatrix}$, then $P = \begin{bmatrix} 1/4 & 1/4 & 1/4 & 1/4 \\ 9/16 & 3/16 & 3/16 & 1/16 \\ 9/16 & 3/16 & 3/16 & 1/16 \\ 1 & 0 & 0 & 0 \end{bmatrix}$, $\tilde{\pi}(1) = 2/3, \tilde{\pi}(2) = 1/3, \pi(1, 1) = 10/21, \pi(1, 2) = \pi(2, 1) = 4/21, \pi(2, 2) = 3/21.$

(ii) If $T = \begin{bmatrix} 3/4 & 1/4 \\ 1/2 & 1/2 \end{bmatrix}$, then $P = \begin{bmatrix} 9/16 & 3/16 & 3/16 & 1/16 \\ 25/64 & 15/64 & 15/64 & 9/64 \\ 25/64 & 15/64 & 15/64 & 9/64 \\ 1/4 & 1/4 & 1/4 & 1/4 \end{bmatrix}$, $\tilde{\pi}(1) = 2/3, \tilde{\pi}(2) = 1/3, \pi(1, 1) = 14/31, \pi(1, 2) = \pi(2, 1) = 20/93, \pi(2, 2) = 11/93.$
An interesting question is whether a $1 - 1$ map exists between $\pi$ and $P$ for the PCA. Clearly $P$ uniquely determines $\pi$. The other direction is not true for a general Markov chain: there can be multiple transition matrices with the same invariant measure, as shown in Example 3.3, where two different $T$’s leading to the same invariant measure $\tilde{\pi}$. Given the special structure of $P$ being determined by a local transition matrix $T \in \mathbb{R}^{K \times K}$, which has only $K(K - 1)$ unknowns, one may question whether the invariant measure $\pi \in \mathbb{R}^{K^N}$ can uniquely determine $T$ and consequently $P$. The following example demonstrates that the answer is no.

Example 3.4 (Same invariant measure, different $T$ and $P$’s) Consider $(N, K) = (2, 2)$ as in Example 3.3. If $T = \begin{bmatrix} 7/12 & 5/12 \\ 5/6 & 1/6 \end{bmatrix}$, then $P = \begin{bmatrix} 49/144 & 35/144 & 35/144 & 25/144 \\ 289/576 & 119/576 & 119/576 & 49/576 \\ 289/576 & 119/576 & 119/576 & 49/576 \\ 25/36 & 5/36 & 5/36 & 1/36 \end{bmatrix}$, and we still have $\tilde{\pi}(1) = 2/3, \tilde{\pi}(2) = 1/3, \pi(1, 1) = 14/31, \pi(1, 2) = \pi(2, 1) = 20/93, \pi(2, 2) = 11/93$. This example shares the same $\tilde{\pi}$ and $\pi$ as in Example 3.3(ii) but it has different $T$ and $P$.

3.2 Lipschitz dependence on the local transition matrix

We show the Lipschitz dependence of the global transition matrix and its invariant measure on the local transition matrix.

Theorem 3.5 (Lipschitz dependence on $T$) Given $T^{(1)}$ and $T^{(2)}$, let $P_1, P_2$ be the corresponding global transition matrices and $\pi_1, \pi_2$ be the stationary measures. Then

$$\|P_1 - P_2\|_1 \leq NK^{N-1} \min\{\|T^{(1)} - T^{(2)}\|_1, K\|T^{(1)} - T^{(2)}\|_{1,1}\},$$

where $\|A\|_1 = \sum_{i,j} |A_{i,j}|$, and $\|T\|_{1,1} = \sup_{\|\phi\|_1 \leq 1} \|\phi T\|_1$ is the 1-operator norm. Also,

$$\|\pi_1 - \pi_2\|_{TV} \leq \frac{1}{2(1 - \tau(P_1))} \|P_1 - P_2\|_1 \leq NK^{N-1} \min\{\|T^{(1)} - T^{(2)}\|_1, K\|T^{(1)} - T^{(2)}\|_{1,1}\},$$

where $\tau(P_1) := \frac{1}{2} \max_{x,x'} \|P_1(x, \cdot) - P_1(x', \cdot)\|_{TV}$.

Remark 3.6 The above Lipschitz dependence on $T$ for the invariant measure is local because the constant $\frac{1}{2(1 - \tau(P_1))}$ can depend on $T^{(1)}$. Numerical tests, as shown in Figure 2, suggest that the bound for $P$ is optimal, but the bound for $\pi$ may not.

The proof of Theorem 3.5 is based on the following lemma in [Wal20], which bounds the total variation between two invariant measures by the difference between their transition probability matrices. We refer to the general study on the perturbation of Markov chains in [Sch68, Sen88, HVdH84, CM01].

Lemma 3.7 For two finite irreducible transition matrices $P_1$ and $P_2$ with stationary distributions $\pi_1$ and $\pi_2$,

$$\|\pi_1 - \pi_2\|_{TV} \leq \frac{1}{1 - \tau(P_1)} \sum_x \|P_1(x, \cdot) - P_2(x, \cdot)\|_{TV},$$

where $\tau(P_1) := \frac{1}{2} \max_{x,x'} \|P_1(x, \cdot) - P_1(x', \cdot)\|_{TV}$. 
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Using this lemma and the observation that \( \sum_x \| P_1(x, \cdot) - P_2(x, \cdot) \|_{TV} = \frac{1}{2} \| P_1 - P_2 \|_1 \), we have the following proof for the Lipschitz estimate.

**Proof of Theorem 3.5.** For \( x = (x_1, \ldots, x_N) \in [K]^N \) and \( y = (y_1, \ldots, y_N) \in [K]^N \), writing

\[
\begin{align*}
  z_n &\equiv z_n(x, y) = \frac{1}{|V_n|} \sum_{n' = n-n_v}^{n+n_v} T^{(1)}_{x_{n'}, y_n}, \\
  w_n &\equiv w_n(x, y) = \frac{1}{|V_n|} \sum_{n' = n-n_v}^{n+n_v} T^{(2)}_{x_{n'}, y_n},
\end{align*}
\]

we have

\[
\begin{align*}
P_1(x, y) &= \prod_{n=1}^N z_n, \quad P_2(x, y) = \prod_{n=1}^N w_n.
\end{align*}
\]

So, by adding and subtracting terms,

\[
\begin{align*}
|P_1(x, y) - P_2(x, y)| &= \left| \sum_{n=1}^N w_1 \cdots w_{n-1} (z_n - w_n) z_{n+1} \cdots z_N \right| \\
&\leq \sum_{n=1}^N |w_1 \cdots w_{n-1} (z_n - w_n) z_{n+1} \cdots z_N| \\
&= \sum_{n=1}^N w_1 \cdots w_{n-1} |z_n - w_n| z_{n+1} \cdots z_N.
\end{align*}
\]

Noting that \( z_n, w_n \) depend on \( y \) only through \( y_n \) and \( T^{(1)} \) and \( T^{(2)} \) are stochastic matrices, we have

\[
\sum_{y_n \in [K]} z_n = 1, \quad \sum_{y_n \in [K]} w_n = 1.
\]

Therefore

\[
\begin{align*}
\| P_1 - P_2 \|_1 &= \sum_{x, y} |P_1(x, y) - P_2(x, y)| \\
&\leq \sum_{n=1}^N \sum_{x, y} w_1 \cdots w_{n-1} |z_n - w_n| z_{n+1} \cdots z_N \\
&= \sum_{n=1}^N \sum_{x, y} \left( \sum_{y_1} w_1 \right) \cdots \left( \sum_{y_{n-1}} w_{n-1} \right) \left( \sum_{y_n} |z_n - w_n| \right) \left( \sum_{y_{n+1}} z_{n+1} \right) \cdots \left( \sum_{y_N} z_N \right) \\
&= \sum_{n=1}^N \sum_{x, y_n} \left( \sum_{y_1} w_1 \right) \cdots \left( \sum_{y_{n-1}} w_{n-1} \right) \left( \sum_{y_n} 1 \right) \left( \sum_{y_{n+1}} z_{n+1} \right) \cdots \left( \sum_{y_N} z_N \right).
\end{align*}
\]

Noting that by symmetry, \( \sum_x \frac{1}{|V_n|} \sum_{n' = n-n_v}^{n+n_v} \Delta T_{x_{n'}, y_n} = K^{N-1} \sum_{x_n} \Delta T_{x_n, y_n} \), we can write the last term as

\[
\sum_{n=1}^N K^{N-1} \sum_{x, y_n} \| T^{(1)}_{x_n, y_n} - T^{(2)}_{x_n, y_n} \| = \sum_{n=1}^N K^{N-1} \| T^{(1)} - T^{(2)} \|_1 = N K^{N-1} \| T^{(1)} - T^{(2)} \|_1.
\]

Alternatively, note that

\[
\sum_{y_n} |z_n - w_n| = \sum_{y_n} \phi_n(\cdot) |T^{(1)}_{\cdot, y_n} - T^{(2)}_{\cdot, y_n}| \leq \| T^{(1)} - T^{(2)} \|_{1,1}.
\]

So, we also obtain

\[
\| P_1 - P_2 \|_1 \leq N K^N \| T^{(1)} - T^{(2)} \|_{1,1}.
\]

By Lemma 3.7 with the fact \( \tau(P_1) \leq \frac{1}{2} \), we have the estimate on \( \pi_1 - \pi_2 \|_{TV} \). \( \blacksquare \)
Remark 3.8 (Bounds in Frobenius norm.) If entries of $P_1 - P_2$ are of a similar order, then vaguely speaking one would expect

$$\|P_1 - P_2\|_2 \approx C K^{-N} \|P_1 - P_2\|_1 \leq C N K^{-1} \|T^{(1)} - T^{(2)}\|_1 \leq C N \|T^{(1)} - T^{(2)}\|_2,$$

which agrees with Figure 2. But the above method only leads to a suboptimal estimate as follows:

$$\|P_1 - P_2\|_2 \leq N (KC_K)^{N/2} \|T^{(1)} - T^{(2)}\|_2,$$

(3.1)

where $C_K := \max\{\max_{j \in [K]} \sum_{k \in [K]} (T^{(1)}_{j,k})^2, \max_{j \in [K]} \sum_{k \in [K]} (T^{(2)}_{j,k})^2\} \leq 1$. To see this, one can adjust the argument in the above proof and get

$$|P_1(x,y) - P_2(x,y)|^2 = \left| \sum_{n=1}^{N} w_1 \cdots w_{n-1} (z_n - w_n) z_{n+1} \cdots z_N \right|^2$$

$$\leq N \sum_{n=1}^{N} |w_1 \cdots w_{n-1} (z_n - w_n) z_{n+1} \cdots z_N|^2$$

$$= N \sum_{n=1}^{N} w_1^2 \cdots w_{n-1}^2 |z_n - w_n|^2 z_{n+1}^2 \cdots z_N^2.$$

Since $\sum_{y_n} z_n^2 = \sum_{y_n} \frac{1}{|V_n|} \sum_{n'=n-n_v}^{n+n_v} T^{(1)}_{x_n',y_n}|^2 \leq \sum_{y_n} \frac{1}{|V_n|} \sum_{n'=n-n_v}^{n+n_v} |T^{(1)}_{x_n',y_n}|^2$ and similarly for $w_n$, i.e., $\sum_{y_n} z_n^2 \leq C_K$, $\sum_{y_n} w_n^2 \leq C_K$, we have

$$\|P_1 - P_2\|_2 \leq \sum_{x,y} |P_1(x,y) - P_2(x,y)|^2 \leq N \sum_{n=1}^{N} \sum_{x,y} w_1^2 \cdots w_{n-1}^2 |z_n - w_n|^2 z_{n+1}^2 \cdots z_N^2$$

$$\leq N C_K^{N-1} \sum_{n=1}^{N} \sum_{x,y} |z_n - w_n|^2 \leq N C_K^{N-1} \sum_{n=1}^{N} \sum_{x,y} \frac{1}{|V_n|} \sum_{n'=n-n_v}^{n+n_v} T^{(1)}_{x_n',y_n} - T^{(2)}_{x_n',y_n}|^2.$$

Then, we obtain (3.1) by using symmetry to write the last term as

$$N C_K^{N-1} \sum_{n=1}^{N} K^{N-1} \sum_{x,y} |T^{(1)}_{x_n,y_n} - T^{(2)}_{x_n,y_n}|^2 = N C_K^{N-1} \sum_{n=1}^{N} \|T^{(1)} - T^{(2)}\|_2^2 = N^2 (KC_K)^{N-1} \|T^{(1)} - T^{(2)}\|_2^2.$$

4 Inference of the local transition matrix

Inference is the first step in the application of the PCA model. In this section, we construct least squares estimators (LSEs) for inferring the local transition matrix from various types of data. The data may consist of multiple trajectories, a long trajectory, or ensemble sequences without trajectory information in Sections 4.1–4.3. For each of these cases, we specify identifiability conditions and prove that the estimators are asymptotically normal. Additionally, we show $T$ is non-identifiable from the stationary distribution in Section 4.4. Furthermore, we establish non-asymptotic bounds for the estimators in Section 4.5. At last, numerical tests in Section 4.6 demonstrate that the LSE with trajectory information is more accurate than the LSE without trajectory information, while both converge at the rate $M^{-1/2}$, agreeing with the theory.
Figure 2: Mean ratios $|\Delta P|_p$ and $|\Delta \pi|_p$ with $p = 1, 2$, where each $(N,K)$-pair is computed using 100 random $T$ with entries sampled from uniform $[0,1]$ followed by a row-normalization. Here the neighborhood has $n_v = \min\{3, \lfloor N/2 \rfloor \}$. Note that $|\Delta P|_1 = O(K^N)$, agreeing with Theorem 3.5. Also, note that $|\Delta \pi|_1 = O(1)$, $|\Delta P|_2 = O(1)$, and $|\Delta \pi|_2 = O(K^{-N/2})$.

4.1 LSE from multiple trajectories

Consider first the inference of $T \in \mathbb{R}^{K \times K}$ from data consisting of $M$ independent trajectories:

**Trajectory Data:** \{\(X^m(t), t = 1, \ldots, L\)\}_{m=1}^{M}.

We estimate each column of $T$ through least squares, followed by a normalization. The least squares estimator minimizes the loss function

$$\hat{T}_M = \arg \min_{T \in \mathbb{R}^{K \times K}} \mathcal{E}(T), \quad \text{with} \quad \mathcal{E}(T) := \frac{1}{M} \frac{1}{L} \frac{1}{N} \sum_{m=1}^{M} \sum_{t=1}^{L} \sum_{n=1}^{N} \sum_{k=1}^{K} \left| c_{n,t}^m(k) - \varphi_{n,t-1}^m \tilde{T}_{,k} \right|^2,$$

where $c_{n,t}^m \in \mathbb{R}^{1 \times K}$ denotes the empirical distribution $X_n(t)^m$:

$$c_{n,t}^m = (c_{n,t}^m(1), \ldots, c_{n,t}^m(K)) \in \mathbb{R}^{1 \times K} \quad \text{with} \quad c_{n,t}^m(k) := \delta_{X_n(t)^m(k)},$$

and $\phi_{n,t}^m \in \mathbb{R}^{1 \times K}$ is the empirical distribution of the states of sample $X(t)^m$ in the neighborhood $V_n$ of the vertex $n$, as defined in (1.3). By solving the zero of this loss function’s gradient with respect to each $T_{,k}$, we obtain the least squares estimator from a system of $K$ normal equations with a shared normal matrix $A_M \in \mathbb{R}^{K \times K}$:

$$\hat{T}_M(\cdot, k) = A_M^\dagger b_M(\cdot, k), \quad 1 \leq k \leq K,$$

$$A_M = \frac{1}{MLN} \sum_{t,n,m=1}^{L,N,M} (\varphi_{n,t-1}^m)^\top \varphi_{n,t-1}^m, \quad b_M(\cdot, k) = \frac{1}{MLN} \sum_{t,n,m=1}^{L,N,M} (\varphi_{n,t-1}^m)^\top c_{n,t}^m(k).$$

Here $A_M^\dagger$ denotes the Moore-Penrose pseudo inverse of $A_M$.

In practice, instead of using pseudo-inverse, we obtain $\hat{T}_M$ by using least squares with non-negative constraints and then row-normalize the solution. The non-negative constraints help to avoid possible negative entries caused by sampling error.
Identifiability from the large sample limit. To analyze the properties of the estimator, we first examine the inference problem in the large sample limit. Denote the large sample limit normal matrix and normal vectors by

\[ A_\infty \frac{1}{LN} \sum_{t=1}^L \sum_{n=1}^N \mathbb{E}[\varphi_{n,t-1}^\top \varphi_{n,t-1}], \]

(4.4)

\[ b_\infty(\cdot, k) = \frac{1}{LN} \sum_{t=1}^L \sum_{n=1}^N \mathbb{E}[\varphi_{n,t-1}^\top c_{n,t}(k)], \quad 1 \leq k \leq K. \]

Assumption 4.1 (Identifiability condition: multi-trajectory data) The distribution of the samples satisfies that the matrix \( A_\infty \) in (4.4) is non-singular.

Assumption 4.1 holds in general, as long as the random vectors \( \{ \phi_{n,t} \} \) span \( \mathbb{R}^K \) with a positive probability, as the next lemma shows.

Lemma 4.2 Assumption 4.1 holds except when there exists a fixed vector \( v \in \mathbb{R}^{1 \times K} \) such that \( v \varphi_{n,t-1} = 0 \) a.s. for all \( n \) and \( l \). In particular, when \( T \) is irreducible and aperiodic, Assumption 4.1 holds as long as \( L \geq l_0 := \arg \min_{l \geq 0} \{ l : P_l(x, y) > 0, \forall x, y \in [K]^N \} \).

Proof. Recall that the covariance matrix \( \mathbb{E}[Z^T Z] \) of a random vector \( Z \in \mathbb{R}^{1 \times K} \) is singular iff there exist a vector \( v \in \mathbb{R}^{1 \times K} \) such that \( Zv^\top = 0 \) a.s., which is true because \( 0 = v\mathbb{E}[Z^T Z]v^\top = \mathbb{E}[|Zv|^2] \) iff \( Zv^\top = 0 \) a.s.. Applying this fact to the random vectors \( \varphi_{n,t-1} \), we obtain that \( A_\infty \) is singular iff there exists a fixed vector \( v \) such that \( \varphi_{n,t-1} v^\top = 0 \) a.s. for all \( n \) and \( l \).

When the \( T \) is irreducible and aperiodic, \( P \) is also irreducible and aperiodic by Proposition 2.9. The number \( l_0 \) is well-defined and is finite. Then, no matter what the initial condition is, the states \( \{ X(t) \}_{t \leq l_0} \) visit all possible states with positive probability, so \( \{ \varphi_{n,t} \}_{t \leq l_0} \) span \( \mathbb{R}^K \) with a positive probability. Hence, one can never find a \( v \) such that \( \varphi_{n,t_0} v^\top = 0 \) a.s. for all \( n \). \( \blacksquare \)

The exceptions are extreme. For the system in either Example 2.3 or Example 2.4, the normal matrix \( A_\infty \) is singular when \( L \leq K - 2 \), and is non-singular once \( L \geq K - 1 \). For the system in Example 2.3, since \( \varphi_{n,t} = e_{t+1} \in \mathbb{R}^{K \times 1} \) for each \( n \in [N] \) and \( 0 \leq t \leq K - 2 \), we can take \( v = (0, \ldots, 0, 1) = e_K \) so that \( v^\top \varphi_{n,t} = 0 \) for all \( n \) and \( l \leq K - 2 \). In this case, \( A_\infty \) is singular for any \( L \leq K - 2 \). On the other hand, if \( L \geq K \), the resulting normal matrix \( A_\infty \) becomes full rank.

Lemma 4.3 Under Assumption 4.1, \( T = A_\infty^{-1} b_\infty \) with \( A_\infty \) and \( b_\infty \) in (4.4).

Proof. For each \( 1 \leq k \leq K \), recall that \( \varphi_{n,t-1}(k) = \frac{1}{|V_n|} \sum_{j \in V_n} \delta X_j(t-1)(k) \) in (1.3) and \( c_{n,t}(k) = \delta X_n(t)(k) \) in (4.2). Then,

\[ \mathbb{E}[\varphi_{n,t-1}^\top c_{n,t}(k)] = \mathbb{E}[\varphi_{n,t-1}^\top \mathbb{E}[\delta X_n(t)(k) \mid X(t-1)]] = \mathbb{E}[\varphi_{n,t-1}^\top \varphi_{n,t-1} T_{.,k}], \]

where the second equality follows from \( \mathbb{E}[\delta X_n(t)(k) \mid X(t-1)] = P \{ X_n(t) = k \mid X(t-1) \} = \varphi_{n,t-1}^\top T_{.,k} \) by (1.2). Hence,

\[ b_\infty(\cdot, k) = \frac{1}{LN} \sum_{t=1}^L \sum_{n=1}^N \mathbb{E}[\varphi_{n,t-1}^\top c_{n,t}(k)] = \frac{1}{LN} \sum_{t=1}^L \sum_{n=1}^N \mathbb{E}[\varphi_{n,t-1}^\top \varphi_{n,t-1} T_{.,k}]. \]

In other words, \( b_\infty = \frac{1}{LN} \sum_{t=1}^L \sum_{n=1}^N \mathbb{E}[\varphi_{n,t-1}^\top \varphi_{n,t-1}] T = A_\infty T \). Therefore, \( T = A_\infty^{-1} b_\infty \), where \( A_\infty \) is invertible by Assumption 4.1. \( \blacksquare \)
Asymptotic normality. We show next that the LSE is asymptotically normal.

**Theorem 4.4** Under Assumption 4.1, for each \( k \in [K] \), the estimator \( \hat{T}_M(\cdot, k) \) in (4.3) is asymptotically normal; that is,

\[
\sqrt{M} \left( \hat{T}_M(\cdot, k) - T(\cdot, k) \right) \rightarrow \mathcal{N}(0, \Sigma_{\infty}^{-1} \Sigma_k \Sigma_{\infty}^{-1}),
\]

(4.5)

where the covariance matrix \( \Sigma_k \in \mathbb{R}^{K \times K} \) is,

\[
\Sigma_k = \frac{1}{L^2 N^2} \sum_{t=1}^{L_n} \sum_{t'=1}^{L_n} \mathbb{E}[(c_{n,t}(k) \varphi_{n,t-1} - \mathbb{E}[c_{n,t}(k) \varphi_{n,t-1}]) (c_{n',t'}(k) \varphi_{n',t'-1} - \mathbb{E}[c_{n',t'}(k) \varphi_{n',t'-1}])].
\]

(4.6)

**Proof.** For \( 1 \leq k \leq K \), denote

\[
A_{L,N}^m(\cdot, k) := \frac{1}{LN} \sum_{t=1}^{L_n} \sum_{t'=1}^{L_n} (\varphi_{n,t-1}^m)^\top \varphi_{n,t-1}^m, \quad b_{L,N}^m(\cdot, k) := \frac{1}{LN} \sum_{t=1}^{L_n} c_{n,t}(k) \varphi_{n,t-1}^m,
\]

(4.7)

where \( c_{n,t}(k) \) is defined in (4.2). Note that \( \{A_{L,N}^m(\cdot, k)\}_{m=1}^M \) and \( \{b_{L,N}^m(\cdot, k)\}_{m=1}^M \) are independent identically distributed, and \( A_M = \frac{1}{M} \sum_{m=1}^M A_{L,N}^m \) and \( b_M(\cdot, k) = \frac{1}{M} \sum_{m=1}^M b_{L,N}^m(\cdot, k) \). Thus, \( A_M \xrightarrow{a.s.} A_\infty \) by the strong law of large numbers, and

\[
\sqrt{M} (b_M(\cdot, k) - b_\infty(\cdot, k)) \xrightarrow{d} \mathcal{N}(0, \Sigma_k)
\]

for each \( k \), where the matrix \( \Sigma_k \) in (4.6) is the covariance matrix of \( b_{L,N}^m(\cdot, k) \):

\[
\Sigma_k = \mathbb{E}[(b_{L,N}^m(\cdot, k) - \mathbb{E}[b_{L,N}^m(\cdot, k)]) (b_{L,N}^m(\cdot, k) - \mathbb{E}[b_{L,N}^m(\cdot, k)])^\top].
\]

Then, by Lemma 4.5, we have \( A_M^\top b_M(\cdot, k) - A_\infty^{-1} b_\infty(\cdot, k) \xrightarrow{d} \mathcal{N}(0, A_\infty^{-1} \Sigma_k A_\infty^{-1}) \). Now, the asymptotic normality of the LSE in (4.5) follows from the definition of \( T_M(\cdot, k) = A_M^\top b_M(\cdot, k) \) in (4.3) and Lemma 4.3. ■

The following lemma is a slight extension of Slutsky’s theorem; we will use it repeatedly to study the asymptotic normality of least squares estimators. Its proof is included for completeness.

**Lemma 4.5** Suppose that \( A_M \xrightarrow{a.s.} A \) and \( b_M - b \xrightarrow{d} \mathcal{N}(0, B) \) as \( M \rightarrow \infty \), where \( A, B \) are two symmetric strictly positive definite matrices. Then, \( A_M^\top b_M \) is asymptotically normal, i.e., \( A_M^\top b_M - A^{-1} b \xrightarrow{d} \mathcal{N}(0, A^{-1} BA^{-1}) \).

**Proof.** First, we have \( A_M^\top \xrightarrow{a.s.} A^{-1} \) since \( A \) is invertible and \( A_M \xrightarrow{a.s.} A \). Specifically, the almost sure convergence of \( A_M \) implies that \( \mathbb{P} \{ \lim_{M \rightarrow \infty} \|A_M - A\| = 0 \} = 1 \). Then, Weyl’s inequality \( |\lambda_{\min}(A_M) - \lambda_{\min}(A)| \leq \|A_M - A\| \), where \( \lambda_{\min}(A) \) denotes the minimal eigenvalue of \( A \), implies that \( \mathbb{P} \{ \lim_{M \rightarrow \infty} \lambda_{\min}(A_M) = \lambda_{\min}(A) > 0 \} = 1 \). Thus, \( A_M^\top \xrightarrow{a.s.} A^{-1} \).

Next, combining \( A_M^\top \xrightarrow{a.s.} A^{-1} \) with \( \sqrt{M} (b_M - b) \xrightarrow{d} \mathcal{N}(0, B) \), we have, by Slutsky’s theorem, \( A_M^\top (b_M - b) \xrightarrow{d} A^{-1} \mathcal{N}(0, B) = \mathcal{N}(0, A^{-1} BA^{-1}) \) and \( A_M^\top b \xrightarrow{a.s.} A^{-1} b \). Therefore, using that \( A_M^\top b_M = A_M^\top (b_M - b) + A_M^\top b \), we obtain \( A_M^\top b_M - A^{-1} b \xrightarrow{d} \mathcal{N}(0, A^{-1} BA^{-1}) \). ■
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4.1.1 Comparison with MLE and LSE using stochasticity

We discuss two other estimators, an LSE using stochasticity and the maximal likelihood estimator, and compare them with the above LSE. We show that the LSE using stochasticity is similar to the above LSE in theory, but the above LSE is computationally more stable and efficient. The maximal likelihood estimator (MLE) involves a constrained non-convex optimization, making it less effective than the LSE.

**Least squares estimator using stochasticity.** We can also estimate $\hat{T}$, the first $K-1$ columns of $T$, by least squares, since $T$ is a stochastic matrix. We call this estimator LSE using stochasticity.

In comparison with the LSE above, this estimator has two advantages: (1) it does not need the extra normalization step, and (2) it has $K(K-1)$ parameters to be estimated, removing the redundancy. However, these advantages may be offset by its computational drawbacks when $K$ is large: it solves a linear system with $K(K-1)$ equations, with a $K(K-1) \times K(K-1)$ normal matrix prone to be ill-conditioned, while the above LSE solves $K$ linear systems with $K$ equations, which can be done in parallel. Moreover, as shown below, the two estimators share the same identifiability condition and asymptotic behavior. Thus, the LSE is preferred in practice.

Specifically, the array $\tilde{T} \in \mathbb{R}^{(K-1) \times K}$ is the first $K-1$ column of $T$. Note that

$$\varphi_{n,t}^m \tilde{T} = \left[ \varphi_{n,t}^m \tilde{T}, \, 1 - \varphi_{n,t}^m \tilde{T} \tilde{1}^T \right]$$

where $\tilde{1} = (1, 1, \ldots, 1) \in \mathbb{R}^{1 \times (K-1)}$, and the last column follows from that

$$[\varphi_{n,t}^m \tilde{T}] (K) = \sum_{j=1}^{K} T_{K,j} \varphi_{n,t}^j = \sum_{j=1}^{K} \left( 1 - \sum_{k=1}^{K-1} T_{k,j} \varphi_{n,t}^j \right) = 1 - \varphi_{n,t}^m \tilde{T} \tilde{1}^T.$$ 

Then, the loss function becomes

$$\mathcal{E}(\tilde{T}) = \mathcal{E}(\tilde{T}) = \frac{1}{MLN} \sum_{t,n,m} L_{n,M} \left( \| c_{n,t}^{1:K-1,m} - \varphi_{n,t-1}^m \tilde{T} \|_{\mathbb{R}^{K-1}}^2 + | c_{n,t}^{K,m} - 1 + \varphi_{n,t-1}^m \tilde{T} \tilde{1}^T |^2 \right).$$

This loss function is quadratic, so its minimizer can be found from the zeros of its gradient. Thus, we write $\tilde{T}$ in vector form $\tilde{T} \in \mathbb{R}^{(K-1)K \times 1}$ and write the gradient of the loss function as

$$\nabla_{\tilde{T}} \mathcal{E}(\tilde{T}) = \tilde{A}_M \tilde{T} - \tilde{b}_M = 0 \in \mathbb{R}^{(K-1)K},$$

where the normal matrix and vectors are, with a notation $s_{kj} := (k-1)K + j$ and similarly $s_{k'j'}$ for $1 \leq k, k' \leq K - 1$ and $1 \leq j, j' \leq K$,

$$\tilde{A}_M(s_{kj}, s_{k'j'}) = \frac{1}{MLN} \sum_{m=1}^{L} \sum_{t=1}^{N} (1 + \delta_{kk'}) \varphi_{n,t-1}^{j,m} \varphi_{n,t}^{j,m},$$

$$\tilde{b}_M(s_{kj}) = \frac{1}{MLN} \sum_{m=1}^{L} \sum_{t=1}^{N} \sum_{n=1}^{N} \left( 1 + c_{n,t}^{k,m} - c_{n,t}^{K,m} \right) \varphi_{n,t}^{j,m}.$$

The resulting estimator is

$$\hat{T}_{MLN}^{lse} \leftrightarrow \hat{T} = \tilde{A}_M \tilde{b}_M.$$ (4.9)
The invertibility of the matrix $\tilde{A}_M \in \mathbb{R}^{(K-1)K \times (K-1)K}$ is the same as the matrix $A_M \in \mathbb{R}^{K \times K}$ in (4.3). We can write

$$\tilde{A}_M = A_M \otimes B,$$

where $A \otimes B$ is a Kronecker product

$$A \otimes B = \begin{bmatrix} 2A & A & \cdots & A \\ A & 2A & \cdots & A \\ \vdots & \vdots & \ddots & \vdots \\ A & A & \cdots & 2A \end{bmatrix} \text{, \hspace{1em} with } B = \begin{bmatrix} 2 & 1 & \cdots & 1 \\ 1 & 2 & \cdots & 1 \\ \vdots & \vdots & \ddots & \vdots \\ 1 & 1 & \cdots & 2 \end{bmatrix} \in \mathbb{R}^{(K-1) \times (K-1)}.$$  

Recall that the Kronecker product $A \otimes B$ is invertible iff both $A$ and $B$ are invertible, and $(A \otimes B)^{-1} = A^{-1} \otimes B^{-1}$. Note that $B$ is invertible with eigenvalues $\lambda_k^B = K$ and $\lambda_k^B = 1$ for $k = 2, \ldots, K - 1$. Hence, $\tilde{A}_M$ is nonsingular if $A_M$ is nonsingular.

**Maximal likelihood estimator.** We can also estimate the local transition matrix by maximizing the likelihood of the data:

$$\hat{T} = \arg \min_{T \text{ stochastic}} \mathcal{E}_{mle}(T), \text{ \hspace{1em} where } \mathcal{E}_{mle}(T) := \frac{1}{M} \frac{1}{L} \frac{1}{N} \sum_{m=1}^{M} \sum_{t=1}^{L} \sum_{n=1}^{N} -\log(\varphi_{n,t-1}^{m} T \cdot X_{n}^{m}(t)).$$  

(4.10)

Note that, unlike the LSE, it is necessary to consider the optimization with respect to a stochastic matrix $T$, because otherwise, the likelihood has no maximum.

The derivative of the loss function can be computed directly. Using the fact that $\varphi_{n,t}^{m} T : K = \sum_{j=1}^{K-1} \varphi_{n,t}^{m}(j)(1 - T_{jK})$, we have, for each $1 \leq k \leq K - 1$ and $j \in [K]$,

$$\frac{\partial \mathcal{E}_{mle}}{\partial T_{Kj}}(T) = \frac{1}{M} \frac{1}{L} \frac{1}{N} \sum_{m=1}^{M} \sum_{t=1}^{L} \sum_{n=1}^{N} \left[ -\frac{1}{\varphi_{n,t}^{m} T_{,k}} \delta_{X_{n}^{m}(t)}(k) \varphi_{n,t}^{j,m} + \frac{1}{\varphi_{n,t}^{m} T_{,K}} \delta_{X_{n}^{m}(t)}(K) \varphi_{n,t}^{j,m} \right].$$

Clearly, even with the above gradient, the uniqueness of the minimizer for the constrained optimization of a nonconvex function is relatively complicated for analysis. Thus, the asymptotic normality of the MLE is non-trivial since it relies on uniqueness. Also, while optimization algorithms can easily compute the minimizer, it remains open to provide a performance guarantee.

**4.2 LSE for a single long trajectory for ergodic systems**

Suppose that the system is ergodic, and we estimate the local transition matrix from data consisting of a long trajectory:

**A long trajectory Data:** $\{X(t), t = 1, \ldots, L\}$.

Under the ergodicity assumption, the estimation is the same as the previous case with $M = 1$, and we define the estimator by

$$\hat{T}_L(\cdot, k) = A_L^{\dagger} b_L(\cdot, k), \quad 1 \leq k \leq K,$$

$$A_L = \frac{1}{LN} \sum_{t,n=1}^{L,N} \varphi_{n,t-1}^{T} \varphi_{n,t-1}, \quad b_L(\cdot, k) = \frac{1}{LN} \sum_{t,n=1}^{L,N} (\varphi_{n,t-1})^{T} c_{n,t}(k).$$  

(4.11)

Here $A_L^{\dagger}$ denotes the Moore-Penrose pseudoinverse of $A_L$. 
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Thus, our estimator is based on empirical approximations of

\[ A_\infty = \frac{1}{N} \sum_{n=1}^{N} \mathbb{E}[\varphi_{n,1}^\top \varphi_{n,1}] = \lim_{L \to \infty} \frac{1}{NL} \sum_{t,n=1}^{L,N} \varphi_{n,t}^\top \varphi_{n,t}, \quad (4.12) \]

\[ b_\infty(\cdot, k) = \frac{1}{N} \sum_{n=1}^{N} \mathbb{E}[\varphi_{n,1}^\top c_{n,1}(k)] = \lim_{L \to \infty} \frac{1}{NL} \sum_{t,n=1}^{L,N} \varphi_{n,t}^\top c_{n,t}(k), \quad 1 \leq k \leq K, \]

where the expectation is with respect to the stationary measure of the Markov chain.

**Theorem 4.6** Assume that \( A_\infty \) in (4.12) is non-singular. Then, for each \( k \in [K] \), the estimator \( \hat{T}_L(\cdot, k) \) in (4.11) is asymptotically normal:

\[ \sqrt{L} \left( \hat{T}_L(\cdot, k) - T(\cdot, k) \right) \to \mathcal{N}(0, A_\infty^{-1} \Sigma_k A_\infty^{-1}), \quad (4.13) \]

as \( L \to \infty \), where the covariance matrix \( \Sigma_k \) is, with \( \Phi_n(k) := \lim_{L \to \infty} \frac{1}{L} \sum_{t=1}^{L} [c_{n,t}(k) \varphi_{n,t-1}], \)

\[ \Sigma_k = \lim_{L \to \infty} \frac{1}{L^2 N^2} \sum_{t,t'=1}^{L} \sum_{n,n'=1}^{N} \left( c_{n,t}(k) \varphi_{n,t-1} - \Phi_n(k) \right) \left( c_{n',t'}(k) \varphi_{n',t'-1} - \Phi_n(k) \right). \quad (4.14) \]

**Proof.** We omit the proof since it is nearly identical to the case of multiple trajectories except for applying the law of large numbers and the central limit theorem for an ergodic trajectory. ■

### 4.3 LSE from ensemble data without trajectory

Another interesting setting is when the observations are \( M_{n,t} \) samples of \( X(t) \) for each time \( t \), but these samples may come from different trajectories. We call this setting as *ensemble data without trajectory information* and denote the data by

**Ensemble Data:** \( \{X_n^m(t), m = 1, \ldots, M_{n,t}\}_{n=1}^{N} \}_{t=0}^{L}; \quad M = \min_{1 \leq n \leq N, 1 \leq t \leq L} \{M_{n,t}\}. \)

We assume that \( M = \min_{1 \leq n \leq N, 1 \leq t \leq L} \{M_{n,t}\} \) is large, and study error bounds with respect to \( M \).

We estimate \( T \) by least squares matching the empirical marginal densities of each site. Recall that the marginal density of site \( n \) at time \( t \) is, for \( 1 \leq k \leq K \),

\[ p_{n,t}(k) = \mathbb{P}\{X_n(t) = k\} = \mathbb{E}[\mathbb{P}\{X_n(t) = k|X(t-1)\}] = \mathbb{E}[\varphi_{n,t-1} \Phi, k] = \mathbb{E}[\varphi_{n,t-1}] \Phi, k. \quad (4.15) \]

Thus, our estimator is based on empirical approximations of \( p_{n,t}(k) \) and \( \mathbb{E}[\varphi_{n,t-1}] \):

\[ \hat{p}_{n,t,M}(k) := \frac{1}{M_{n,t}} \sum_{m=1}^{M_{n,t}} \delta_{X_n^m(t)}(k), \quad 1 \leq k \leq K, \quad (4.16) \]

\[ \hat{\varphi}_{n,t-1, M} := \frac{1}{M_{n,t-1}} \sum_{m=1}^{M_{n,t-1}} \varphi_{n,t-1}^m \in \mathbb{R}^{1 \times K}, \]

for \( 1 \leq t \leq L \). Note that they are determined by the empirical distributions at each time, and there is no need for sample trajectories. The sample sizes \( \{M_{n,t}\} \) do not have to be the same at
different times, as long as their minimum $M$ is large enough to make these empirical approximations reasonably accurate.

Our least squares estimator, called ensemble LSE, minimizes the discrepancy between the empirical approximations $\hat{p}_{n,t+1,M}$ and $\hat{\varphi}_{n,t-1,M}$ in (4.16):

$$\hat{T}_m^e = \arg \min_{T \in \mathbb{R}^{K \times K}} \sum_{k=1}^{K} \sum_{n=1}^{N} \sum_{t=1}^{L} \| \hat{p}_{n,t,M}(k) - \hat{\varphi}_{n,t-1,M} T_{j,k} \|^2. \quad (4.17)$$

The ensemble LSE is solved by

$$\hat{T}_m^e(\cdot, k) = (A_m^e)^\dagger b_m^e(\cdot, k), \quad 1 \leq k \leq K,$$

$$A_m^e = \frac{1}{LN} \sum_{t,n=1}^{L,N} \hat{\varphi}_{n,t-1,M} \hat{\varphi}_{n,t-1,M}^\top \in \mathbb{R}^{K \times K}, \quad (4.18)$$

$$b_m^e(\cdot, k) = \frac{1}{LN} \sum_{t,n=1}^{L,N} \hat{\varphi}_{n,t-1,M}^\top \hat{p}_{n,t,M}(k) \in \mathbb{R}^{K \times 1}, \quad 1 \leq k \leq K.$$

Similar to the multi-trajectory LSE in Section 4.1, in practice, we obtain the ensemble LSE by least squares with non-negative constraints, followed by row-normalization.

This LSE can be viewed as a generalized moment estimator since the entries in the normal matrix and normal vector are approximations of moments. We will show that the estimator is asymptotically normal under a new identifiability condition.

**Identifiability in the large sample limit.** Denote the large sample limit normal matrix and normal vectors by

$$A^e_\infty = \frac{1}{LN} \sum_{t=1}^{L} \sum_{n=1}^{N} \mathbb{E}[\varphi_{n,t-1}]^\top \mathbb{E}[\varphi_{n,t-1}],$$

$$b^e_\infty(\cdot, k) = \frac{1}{LN} \sum_{t=1}^{L} \sum_{n=1}^{N} \mathbb{E}[\varphi_{n,t-1}]^\top p_{n,t}(k), \quad 1 \leq k \leq K. \quad (4.19)$$

**Assumption 4.7 (Identifiability condition: ensemble data)** The distribution of the samples satisfies that the matrix $A^e_\infty$ in (4.19) is nonsingular.

**Lemma 4.8** Under Assumption 4.7, $T = (A^e_\infty)^{-1}b^e_\infty$.

**Proof.** It follows directly from (4.15) and the definition of $A^e_\infty$ and $b^e_\infty$ in (4.19).

This assumption puts constraints on both the distribution of the process and the local empirical distributions $\{\varphi_n\}$ that depend on the neighborhood size of interaction. Three factors can contribute to the identifiability: a non-symmetric initial distribution between sites, a neighborhood that can lead to varying local empirical distributions, and a process that varies in time. For example, $A^e_\infty$ can be full rank if $\{\mathbb{E}[\varphi_{n,0}]\}_{n=1}^{N}$ has rank $K$, which relies on a diverse initial distribution and local empirical distribution. Example 4.9 below shows an extreme case that $\{\varphi_n\}$ are the same for all sites, and we rely on the distribution at different times to attain a full-rank norm matrix.
Example 4.9 (Full-network neighborhood) The local empirical distributions are the same for all sites if the neighborhood is the whole network for each agent. For example, the model in Example 2.2 has \( \varphi_1 = \varphi_2 \) for all states \( x \). Thus, for full-network neighborhood, we have \( \mathbb{E}[\varphi_{n,t}] = \mathbb{E}[\varphi_{n',t}] \) for any \( n \neq n' \). Then, we have \( A^e_x = \frac{1}{L} \sum_{t=1}^L \mathbb{E}[\varphi_{1,t-1}]^\top \mathbb{E}[\varphi_{1,t-1}] \) and it is full rank only if \( \{\mathbb{E}[\varphi_{1,t-1}]\}_{t=1}^L \) has rank \( K \). As discussed later, the normal matrix has rank 1 when the process is stationary.

Asymptotic normality. We show next that the ensemble LSE is asymptotically normal.

**Theorem 4.10** Under Assumption 4.7, for each \( k \in [K] \), the estimator \( \hat{T}^e_M (\cdot, k) \) in (4.18) is asymptotically normal; that is,

\[
\sqrt{M} \left( \hat{T}^e_M (\cdot, k) - T(\cdot, k) \right) \xrightarrow{a.s.} \mathcal{N}(0, (A^e_x)^{-1} \Sigma^e_k (A^e_x)^{-1}),
\]

where the covariance matrix \( \Sigma^e_k \) is,

\[
\Sigma^e_k = \frac{1}{M^2 N^2} \sum_{n,t=0}^{n,t-1} p_{n,t}(k)^2 \mathbb{E}[\varphi_{n,t-1}]^\top \mathbb{E}[\varphi_{n,t-1}] \in \mathbb{R}^{K \times K}.
\]

**Proof.** The proof is based on the asymptotic properties of the empirical approximations of \( \hat{p}_{n,t,M}(k) \) and \( \hat{\varphi}_{n,t-1,M} \) defined in (4.16).

First, by the strong Law of Large Numbers,

\[
\hat{\varphi}_{n,t-1,M} \xrightarrow{a.s.} \mathbb{E}[\varphi_{n,t-1}]
\]

as \( M \to \infty \), for each \( n, l \). Also, by Central Limit Theorem,

\[
\hat{p}_{n,t,M}(k) - p_{n,t}(k) \xrightarrow{d} \mathcal{N}(0, \sigma_{n,t}(k)),
\]

for each \( n, l \), where the variance \( \sigma_{n,t}(k) \) follows from (recall that \( \hat{p}_{n,t,M}(k) = \frac{1}{M_{n,t}} \sum_{m=1}^{M_{n,t}} \delta_{X^m_{n}(t)}(k) \))

\[
\sigma_{n,t}(k) = \mathbb{E}[\hat{p}_{n,t,M}(k) \hat{p}_{n,t,M}(k)] = \mathbb{E}[\frac{1}{M_{n,t}^2} \sum_{m,m'=1}^{M_{n,t}} \delta_{X^m_{n}(t)}(k) \delta_{X^{m'}_{n}(t)}(k)] = \mathbb{E}[\delta_{X^m_{n}(t)}(k) \mathbb{E}[\delta_{X^{m'}_{n}(t)}(k)]] = p_{n,t}(k)^2.
\]

Next, we study the asymptotical properties of the normal matrix and vector in (4.18). Since \( \hat{\varphi}_{n,t-1,M} \xrightarrow{a.s.} \mathbb{E}[\varphi_{n,t-1}] \) for each \( n, l \), the normal matrice must also converge a.s., i.e.,

\[
A^e_M \xrightarrow{a.s.} A^e_x = \frac{1}{L N} \sum_{t=1}^L \sum_{n=1}^N \mathbb{E}[\varphi_{n,t-1}]^\top \mathbb{E}[\varphi_{n,t-1}],
\]

where \( A^e_x \) is defined in (4.19). Meanwhile, by Slutsky’s theorem and (4.21), we have

\[
\hat{\varphi}^\top_{n,t-1,M} [\hat{p}_{n,t,M}(k) - p_{n,t}(k)] \xrightarrow{d} \mathcal{N}(0, p_{n,t}(k)^2 \mathbb{E}[\varphi_{n,t-1}]^\top \mathbb{E}[\varphi_{n,t-1}])
\]
for each \( n \in [N], 0 \leq t \leq L - 1 \). Then, since \( (\hat{\varphi}_{n,t-1,M}^T - \mathbb{E}[\hat{\varphi}_{n,t-1}^T]) p_{n,t}(k) \overset{\text{as}}{\rightarrow} 0 \), we have
\[
\hat{\varphi}_{n,t-1,M}^T \hat{p}_{n,t,M}(k) - \mathbb{E}[\varphi_{n,t-1}^T] p_{n,t}(k) \overset{d}{\rightarrow} \mathcal{N}(0, p_{n,t}(k)^2 \mathbb{E}[\varphi_{n,t-1}^T])
\]
Consequently,
\[
b_M^c(\cdot, k) - b_x^c(\cdot, k) = \frac{1}{LN} \sum_{t=1}^{L} \sum_{n=1}^{N} \sum_{k=1}^{K} \hat{\varphi}_{n,t-1,M}^T \hat{p}_{n,t,M}(k) - \mathbb{E}[\varphi_{n,t-1}^T] p_{n,t}(k) \overset{d}{\rightarrow} \mathcal{N}(0, \Sigma_k^c),
\]
with \( \Sigma_k^c \) defined in (4.20).

Then, by Lemma 4.5 and the invertibility of \( A_M^c \) in Assumption 4.7, we have \( (A_M^c)^T b_M^c(\cdot, k) - (A_x^c)^{-1} b_x^c(\cdot, k) \overset{d}{\rightarrow} \mathcal{N}(0, (A_x^c)^{-1} \Sigma_k^c (A_x^c)^{-1}) \). This, together with Lemma 4.8, proves the asymptotic normality of the ensemble LSE \( T_M^c(\cdot, k) \).

### 4.4 Non-identifiability from stationary distribution

Inference from the stationary distribution is challenging since the information is limited. It is well known that a stationary distribution of a Markov chain does not determine its transition matrix, i.e., \( P \) is not determined by \( \pi \). Similarly, the local transition matrix in our model is under-determined by the stationary distribution. Example 3.4 shows that when \( (N, K) = (2, 2) \), there are two \( T \)'s leading to the same invariant measure. Theorem 4.11 shows that, in general, the ensemble-LSE is under-determined by the marginal invariant distribution, even though \( T \) has only \( K(K - 1) \) unknowns and the invariant measure \( \pi \) has \( K^N \) entries.

We start with a few basic facts when the process is stationary. By the shift-invariance in Proposition 3.1, the marginal distributions of all vertices are the same, and so are the expectation of the local empirical distributions, i.e.,
\[
p_{n,t} = p_{1,0}, \quad \mathbb{E}[\varphi_{n,t}] = \mathbb{E}_\pi[\varphi_{1,0}], \quad \forall t \geq 0, n \in [N].
\]

Thus, the large sample limit of the loss function in (4.17) is
\[
E_x(T) = \sum_{k=1}^{K} \sum_{n=1}^{N} \sum_{t=1}^{L} \| p_{n,t,x}(k) - \varphi_{n,t-1,x} T_{-,k} \|^2
\]
\[
= \sum_{k=1}^{K} \| p_{1,0}(k) - \mathbb{E}[\varphi_{1,0}] T_{-,k} \|^2 = \| p_{1,0} - \mathbb{E}[\varphi_{1,0}] T \|^2.
\]

**Theorem 4.11 (Non-identifiability from the stationary distributions)** Given only the invariant measure, the local transition matrix \( T \) is under-determined, i.e., the loss function in (4.23) has multiple minimizers, either when \( K > 2 \) or when \( K = 2 \) with \( p_{1,0} = \mathbb{E}[\varphi_{1,0}] \).

**Proof.** Note that when given only the stationary measure, the local empirical distributions \( \{\varphi_n\} \) can only be used via their expectations. Then, by (4.22), one can only estimate \( T \) from: (1) the discrepancy between the distributions \( p_{1,0} \) and \( \mathbb{E}[\varphi_{1,0}] T \); and (2) the fact that \( p_{1,0} = p_{1,0} T_{\text{true}} \) by Theorem 3.2. Thus, the identifiability of \( T \) is equivalent to the uniqueness of the minimizer to the loss function
\[
E_{\text{local}}(T) = \| p_{1,0} - p_{1,0} T \|^2 + \| p_{1,0} - \mathbb{E}[\varphi_{1,0}] T \|^2.
\]
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Since $\mathcal{E}_{\text{local}}(T)$ is quadratic in $T$, it suffices to study the invertibility of its Hessian

$$
\text{Hess}(\mathcal{E}_{\text{local}}) = p_{1,0}^T p_{1,0} + \mathbb{E}[\varphi_{1,0}]^T \mathbb{E}[\varphi_{1,0}].
$$

(4.25)

Here, the Hessian is with respect to $T_{i,k}$ and they are the same for all $k \in [K]$. The Hessian matrix has rank 2 when $p_{1,0} \neq \mathbb{E}[\varphi_{1,0}]$; and it has rank 1 when $p_{1,0} = \mathbb{E}[\varphi_{1,0}]$. Thus, there are multiple minimizers to $\mathcal{E}_{\text{local}}(T)$, i.e., $T$ is under-determined, either when $K > 2$ or when $K = 2$ with $p_{1,0} = \mathbb{E}[\varphi_{1,0}]$. □

The above non-identifiability is rooted in the limited information in use: only the marginal distributions are used. Loss functions other than the quadratic loss function in (4.24), such as those based on the Kullback-Leibler divergence, total variation, or Wasserstein distances between $p_{1,0}$ and $\mathbb{E}[\varphi_{1,0}]T$, will also have the same issue.

### 4.5 Non-asymptotic bounds for the LSEs

We establish non-asymptotic bounds for the multi-trajectory LSE $\hat{T}_M$ in (4.3) and the ensemble LSE $\hat{T}_M^e$ in (4.18). Roughly speaking, for small $\epsilon$ ad $\delta$, both estimators are $\epsilon$-close to the true local transition matrix with a probability of at least $1 - \delta$ when the sample size is of order $M = O\left(\frac{K^2}{\epsilon^2 \lambda_{\min}(A_{\infty})^2} \ln \frac{1}{\delta} \right)$, but the constant for $\hat{T}_M$ is much larger due to the absence of trajectory information.

**Theorem 4.12** Let $T$ be the true local transition matrix. For any $\epsilon, \delta \in (0, 1)$, let $\alpha = \frac{1}{4} \lambda_{\min}(A_{\infty})$ and $s = \frac{1}{2} \lambda_{\min}(A_{\infty}) \min \{1, \frac{1}{2} T_{1,p}\}$. The following non-asymptotic bounds hold.

(a) Under Assumption 4.1, the multi-trajectory LSE $\hat{T}_M$ in (4.3) satisfies

$$
\mathbb{P}\{\|\hat{T}_M - T\|_F > \epsilon\} < \delta
$$

if the sample size satisfies $M > M_{\epsilon,\delta} := \max \left\{ \frac{48K^2 + 88\alpha K}{3\alpha^2} \ln \frac{6K^2}{\delta}, \frac{6 + 2s}{3s} \ln \frac{6K}{\delta} \right\}$.

(b) Under Assumption 4.8 and assume $M_{n,t} = M$, the ensemble LSE $\hat{T}_M^e$ in (4.18) satisfies

$$
\mathbb{P}\{\|\hat{T}_M^e - T\|_F > \epsilon\} < \delta
$$

if $M$ satisfies $M > M_{\epsilon,\delta}^e := \max \left\{ \frac{384K^2 + 16\alpha K}{3\alpha^2} \ln \frac{12NLK}{\delta}, \frac{288K^2 + 88sK}{3s} \ln \frac{6NLK}{\delta} \right\}$.

The proof is based on the concentration bounds for the normal matrices and vectors in the next lemma. These bounds highlight that the trajectory-based normal matrix and vector approach their large sample limits faster than those without using trajectory information.

**Lemma 4.13** (Concentration for normal matrices and vectors) For any $s > 0$, the following concentration bounds hold for the normal matrix $A_M$ and vector $b_M$ in for the multi-trajectory LSE in (4.3), and $A_M^e$ and $b_M^e$ for the ensemble LSE (4.18).

(a) Under Assumption 4.1, we have

$$
\mathbb{P}\{\|A_{\infty} - A_M\|_{op} > s\} < 2K \exp \left( -\frac{Ms^2/2}{1 + s^2/3} \right),
$$

$$
\mathbb{P}\{\|b_{\infty} - b_M\|_F > s\} < 2K^2 \exp \left( -\frac{Ms^2}{16K^2 + 8sK/3} \right).
$$
(b) **Under Assumption 4.8**, we have

\[
\mathbb{P}\{\|A^c_\infty - A^c_M\|_{op} > s\} < 2NLK \exp\left(-\frac{Ms^2/2}{288K^2 + 8Ks}\right),
\]

\[
\mathbb{P}\{\|b^c_\infty - b^c_M\|_F > s\} < 4NLK \exp\left(-\frac{Ms^2}{128K^2 + 16Ks/3}\right).
\]

**Proof.** These bounds follow from applying Bernstein’s inequalities.

**Part (a).** First, note that \(A_\infty - A_M = \frac{1}{M} \sum_{m=1}^M (A^m_{L,N} - \mathbb{E}[A^m_{L,N}])\), where \(\{A^m_{L,N}\}_{m=1}^M\), defined in (4.7), is a sequence of symmetric identically distributed random matrices with mean zero and

\[
\sigma^2 = \|\mathbb{E}[(A^m_{L,N} - \mathbb{E}[A^m_{L,N}])^2]\|_{op} = \|\mathbb{E}[(A^m_{L,N})^2] - \mathbb{E}[A^m_{L,N}]^2\|_{op}
\]

\[
\leq \mathbb{E}\|A^m_{L,N}\|_{op}^2 + \|\mathbb{E}[A^m_{L,N}]\|_{op}^2 \leq 2\mathbb{E}\|A^m_{L,N}\|_{op}^2.
\]

Meanwhile, since \(A^m_{L,N}\) is symmetric,

\[
\|A^m_{L,N}\|_{op} = \sup_{\|u\|_1 = 1} u^\top A^m_{L,N} u = \sup_{\|u\|_1 = 1} \frac{1}{LN} \sum_{t,n=1}^{L,N} u^\top (\varphi^m_{n,t-1})^\top \varphi^m_{n,t-1} u
\]

\[
= \sup_{\|u\|_1 = 1} \frac{1}{LN} \sum_{t,n=1}^{L,N} |\varphi^m_{n,t-1} u|^2 \leq 1,
\]

where the inequality follows from \(|\varphi^m_{n,t-1} u|^2 \leq \|u\|^2\) since each entry of \(\varphi^m_{n,t-1}\) is in \([0,1]\). Consequently, \(\sigma^2 \leq 2\). Applying the matrix Bernstein’s inequality (see Theorem A.4), we obtain the bound for \(\mathbb{P}\{\|A_\infty - A_M\|_{op} > s\}\).

Next, recall that by the definition of \(b_M\) in (4.7), we have

\[
[b_\infty - b_M](k,k') = \frac{1}{M} \sum_{m=1}^M \xi^m_{k,k'}, \quad \xi^m_{k,k'} := (\mathbb{E}[b^m_{L,N}(k,k')] - b^m_{L,N}(k,k'))
\]

with \(b^m_{L,N}(k,k') = \frac{1}{LN} \sum_{t,n=1}^{L,N} c^m_{n,t}(k) \varphi^m_{n,t-1}\). Using the fact that \(c^m_{n,t}(k) \in \{0,1\}\) and \(\varphi^m_{n,t-1} \in [0,1]\), we have \(|\xi^m_{k,k'}| \leq 2\) and \(\mathbb{E}[|\xi^m_{k,k'}|^2] \leq 4\). Thus, Bernstein’s inequality (see Theorem A.3) implies

\[
\mathbb{P}\{\|b_\infty - b_M\|_{(k,k')} > \frac{s}{K}\} < 2\exp\left(-\frac{Ms^2/(2K^2)}{8 + 4s/(3K^2)}\right) = 2\exp\left(-\frac{Ms^2}{16K^2 + 8sK/3}\right).
\]

Meanwhile, note that \(\|b_\infty - b_M\|^2_F = \sum_{k,k'=1}^{K^2} |b_\infty - b_M|(k,k')|^2\) holds true if \(\|b_\infty - b_M\|_{(k,k')} > \frac{s}{K}\) for all \(k,k'\). Hence,

\[
\mathbb{P}\{\|b_\infty - b_M\|_F > s\} \leq \mathbb{P}\left\{\bigcup_{k,k'}\{|b_\infty - b_M|_{(k,k')} > \frac{s}{K}\}\right\}
\]

\[
\leq \sum_{k,k'} \mathbb{P}\{|b_\infty - b_M|_{(k,k')} > \frac{s}{K}\} \leq 2K^2 \exp\left(-\frac{Ms^2}{16K^2 + 8sK/3}\right).
\]
Part (b). The normal matrix $\mathbf{A}^e_M = \frac{1}{LN} \sum_{t,n=1}^{L,N} \hat{\varphi}_{n,t}^T \varphi_{n,t-1,M} \varphi_{n,t-1,M} \in \mathbb{R}^{K \times K}$ and vector $\mathbf{b}^e_M = \frac{1}{LN} \sum_{t,n=1}^{L,N} \hat{\varphi}_{n,t} \hat{p}_{n,t,M}(k)$ in (4.18) require additional treatments since they involve products of the averages in samples. To remove these products, we use their upper bounds, which leads to a multiplicative factor $NL$ in the upper bounds for the probabilities.

First, we show that

$$\hat{\varphi}_{n,t,M} := \hat{\varphi}_{n,t,M} - \mathbb{E}[\hat{\varphi}_{n,t,M}], \quad \|\hat{\varphi}_{n,t,M}\|_{\mathbb{R}^{1 \times K}} \leq \min\{2, \sum_{k=1}^{K} |\hat{\varphi}_{n,t,M}(k)|\}; \tag{4.28}$$

$$\hat{\varphi}_{n,t,M} := \hat{\varphi}_{n,t,M} - \mathbb{E}[\hat{\varphi}_{n,t,M}], \quad \|\hat{\varphi}_{n,t,M}\|_{\mathbb{R}^{1 \times K}} \leq \min\{2, \sum_{k=1}^{K} |\hat{\varphi}_{n,t,M}(k)|\}.$$ 

Note that $\|a\|_{\mathbb{R}^{1 \times K}} = (\sum_{k=1}^{K} a_k^2)^{1/2} \leq \sum_{k=1}^{K} |a_k|$. Thus, we only need to prove that $\|\hat{\varphi}_{n,t,M}\| \leq 2$ and $\|\hat{\varphi}_{n,t,M}\| \leq 2$. Recall that $\varphi_{n,t} = \frac{1}{M} \sum_{m=1}^{M} \varphi_{n,t}^m$ and $\hat{\varphi}_{n,t,M}(k) = \frac{1}{M} \sum_{m=1}^{M} \delta_{X_n(t)}(k)$ in (4.16).

Since $\varphi_{n,t}^m$ is a probability distribution, its entries are non-negative, so $|\varphi_{n,t}^m(k) - \mathbb{E}[\varphi_{n,t}^m](k)| \leq \varphi_{n,t}^m(k) + \mathbb{E}[\varphi_{n,t}^m](k)$. As a result,

$$\|\hat{\varphi}_{n,t,M}\| \leq \sum_{k=1}^{K} |\hat{\varphi}_{n,t,M}(k)| = \sum_{k=1}^{K} \left| \frac{1}{M} \sum_{m=1}^{M} \varphi_{n,t}^m(k) - \mathbb{E}[\varphi_{n,t}^m](k) \right|$$

$$\leq \sum_{k=1}^{K} \frac{1}{M} \sum_{m=1}^{M} |\varphi_{n,t}^m(k) - \mathbb{E}[\varphi_{n,t}^m](k)| \leq 2,$$

where the last equality uses the facts that $|\varphi_{n,t}^m(k) - \mathbb{E}[\varphi_{n,t}^m](k)| \leq \varphi_{n,t}^m(k) + \mathbb{E}[\varphi_{n,t}^m](k)$ and $\sum_{k=1}^{K} \varphi_{n,t}^m(k) = 1$. Similarly, the bound holds for $\|\hat{\varphi}_{n,t,M}\|$.

Next, we show the concentration bound for $\|\mathbf{A}^e_M - \mathbf{A}^e_\infty\|$. Note that

$$\mathbf{A}^e_M - \mathbf{A}^e_\infty = \frac{1}{NL} \sum_{t,n=1}^{L,N} \hat{\varphi}_{n,t-1,M}^T \varphi_{n,t-1,M} \varphi_{n,t-1,M} = \frac{1}{NL} \sum_{t,n=1}^{L,N} \left( \hat{\varphi}_{n,t-1,M} \hat{\varphi}_{n,t-1,M}^T + \varphi_{n,t-1,M} E[\varphi_{n,t-1,M}] + E[\varphi_{n,t-1,M}]^T \varphi_{n,t-1,M} \right).$$

Then, using the fact that for any $u, v \in \mathbb{R}^{1 \times K}$, $\|u^T v\|_{op} = \sup_{c \in \mathbb{R}^{1 \times K}, \|c\| = 1} c u^T v c^T \leq \|u\|_2 \|v\|_2$, we have

$$\|\mathbf{A}^e_M - \mathbf{A}^e_\infty\| \leq \frac{1}{NL} \sum_{t,n=1}^{L,N} \|\hat{\varphi}_{n,t-1,M}^T \varphi_{n,t-1,M} \varphi_{n,t-1,M}\| + \|\hat{\varphi}_{n,t-1,M}^T \varphi_{n,t-1,M} E[\varphi_{n,t-1,M}]\| + \|E[\varphi_{n,t-1,M}]^T \varphi_{n,t-1,M}\|$$

$$\leq \frac{1}{NL} \sum_{t,n=1}^{L,N} (\|\varphi_{n,t-1,M}\|^2 + 2\|\varphi_{n,t-1,M}\| \|E[\varphi_{n,t-1,M}]\|)$$

$$\leq \frac{6}{NL} \sum_{t,n=1}^{L,N} \|\varphi_{n,t-1,M}\| \leq \frac{6}{NL} \sum_{t,n=1}^{L,N} \sum_{k=1}^{K} |\varphi_{n,t-1,M}(k)|,$$
where the last two inequalities follow from (4.28). Applying the Bernstein’s inequality as above, we obtain

\[
\mathbb{P} \left\{ \|A_M^e - A_{\infty}^e\|_{op} > s \right\} \leq \mathbb{P} \left\{ \frac{6}{NL} \sum_{t,n=1}^{L,N} \sum_{k=1}^{K} |\tilde{\varphi}_{n,t-1,M}(k)| > s \right\} \\
\leq \sum_{t,n=1}^{L,N} \sum_{k=1}^{K} \mathbb{P} \left\{ |\tilde{\varphi}_{n,t-1,M}(k)| > \frac{s}{6K} \right\} \leq 2NLK \exp \left( -\frac{Ms^2}{288K^2 + 8sK} \right).
\]

Lastly, we consider \( \|b_M^e - b_{\infty}^e\|_F \). Using the fact that \( \|u^T v\|_F^2 = \|u\|_2^2 \), we have

\[
\|b_M^e - b_{\infty}^e\|_F \leq \frac{1}{NL} \sum_{t,n=1}^{L,N} \|\tilde{\varphi}_{n,t-1,M}^T \tilde{\varphi}_{n,t-1,M}\| + \|\tilde{\varphi}_{n,t-1,M} \mathbb{E}[\tilde{p}_{n,t-1,M}]\| + \|\tilde{h}_{n,t-1,M}\|\|\tilde{p}_{n,t-1,M}\|
\leq \frac{2}{NL} \sum_{t,n=1}^{L,N} (\|\tilde{\varphi}_{n,t-1,M}\| + \|\tilde{p}_{n,t-1,M}\|) \leq \frac{2}{NL} \sum_{t,n=1}^{L,N} \sum_{k=1}^{K} (|\tilde{\varphi}_{n,t-1,M}(k)| + |\tilde{p}_{n,t-1,M}(k)|),
\]
where the last two inequalities follow from (4.28). Applying Bernstein’s inequality, we obtain

\[
\mathbb{P} \left\{ \|b_M^e - b_{\infty}^e\|_{op} > s \right\} \leq \mathbb{P} \left\{ \frac{2}{NL} \sum_{t,n=1}^{L,N} \sum_{k=1}^{K} (|\tilde{\varphi}_{n,t-1,M}(k)| + |\tilde{p}_{n,t-1,M}(k)|) > s \right\} \\
\leq \sum_{t,n=1}^{L,N} \sum_{k=1}^{K} \mathbb{P} \left\{ |\tilde{\varphi}_{n,t-1,M}(k)| > \frac{s}{4K} \right\} + \mathbb{P} \left\{ |\tilde{p}_{n,t-1,M}(k)| > \frac{s}{4K} \right\} \\
\leq 4NLK \exp \left( -\frac{Ms^2}{128K^2 + \frac{16sK}{3}} \right).
\]

This completes the proof. ■

**Proof of Theorem 4.12.** The proof is based on the Bernstein concentration inequalities for the normal matrices and the normal vectors. For Part (a), note that

\[
\|\tilde{T}_M - T\|_F = \|A_M^T b_M - A_{\infty}^{-1} b_{\infty}\|_F \leq \|A_M^T b_M - \tilde{A}_M^T \tilde{b}_{\infty}\|_F + \|A_M^T b_{\infty} - \tilde{A}_M^{-1} b_{\infty}\|_F \\
\leq \|A_M^T\|_{op} \|b_M - b_{\infty}\|_F + \|A_M^T\|_{op} (\|\tilde{A}_M - A_M\|_{op}) \|T\|_F,
\]

where in the last inequality we have used the fact that \( \|(A_M^T - \tilde{A}_M^{-1}) b_{\infty}\|_F = \|A_M^T (\tilde{A}_M - A_M) A_M^{-1} b_{\infty}\|_F \leq \|A_M^T\|_{op} (\|\tilde{A}_M - A_M\|) \|T\|_F \). Hence, we have

\[
\|\tilde{T}_M - T\|_F \leq \frac{1}{2}\epsilon + \frac{1}{2}\epsilon = \epsilon, \text{ on } E_1 \cap E_2 \cap E_3,
\]

where we denote by \( E_1, E_2, E_3 \) the following events:

\[
E_1 := \{ \|A_M^T\|_{op} \leq C \}, \quad \text{with } C = 2\|A_{\infty}^{-1}\|_{op}
\]
\[
E_2 := \{ \|(A_M - A_{\infty})\| \leq \frac{\epsilon}{2C} \|T\|_F \},
\]
\[
E_3 := \{ \|(b_M - b_{\infty})\| \leq \frac{\epsilon}{2C} \}.
\]
Thus, $\{\|\hat{T}_M - T\| > \epsilon\} \subset E_1^c \cup E_2^c \cup E_3^c$. Then, if we can prove the following bounds

$$
P\{E_1^c\} < \frac{\delta}{3}, \quad P\{E_2^c\} < \frac{\delta}{3}, \quad P\{E_3^c\} < \frac{\delta}{3}
$$

(4.29) for $M > M_{\epsilon, \delta}$, we can conclude (4.26) by noting that

$$
P\{\|\hat{T}_M - T\| > \epsilon\} < P\{E_1^c \cup E_2^c \cup E_3^c\} \leq P\{E_1^c\} + P\{E_2^c\} + P\{E_3^c\} < \delta.
$$

In the following, we prove the three bounds in (4.29) by Bernstein’s inequalities. Note that

$$
\|A_M\|_{op} = \lambda_{\min}(A_M)^{-1}, \quad \|A_x\|_{op} = \lambda_{\min}(A_x).
$$

Thus, $E_1^c = \{\lambda_{\min}(A_M)^{-1} > 2\lambda_{\min}(A_x)^{-1}\} = \{\lambda_{\min}(A_M) < \frac{1}{2}\lambda_{\min}(A_x)\} \subset \{\lambda_{\min}(A_x) - \lambda_{\min}(A_M)\} \leq \|A_x - A_M\|_{op}$. Hence,

$$
P\{E_1^c\} < P\left\{\|A_x - A_M\|_{op} > \frac{1}{2}\lambda_{\min}(A_x)\right\},
$$

which can be bounded by matrix Bernstein’s inequality. Similarly,

$$
P\{E_2^c\} = P\left\{\|A_x - A_M\|_{op} > \frac{\epsilon}{2C\|T\|_F} = \frac{\epsilon}{4\|T\|_F}\lambda_{\min}(A_x)\right\}.
$$

Thus, with $s = \frac{1}{2}\lambda_{\min}(A_x)\min\{1, \frac{\epsilon}{2\|T\|_F}\}$, Lemma 4.13 implies,

$$
\max\{P\{E_1^c\}, P\{E_2^c\}\} < P\{\|A_x - A_M\|_{op} > s\} < 2K\exp\left(-\frac{Ms^2/2}{1 + s/3}\right).
$$

Similarly, with $\alpha = \frac{\epsilon}{2C} = \frac{\epsilon}{4}\lambda_{\min}(A_x)$, Lemma 4.13 implies,

$$
P\{E_3^c\} = P\{\|b_x - b_M\|_F > \alpha\} < 2K^2\exp\left(-\frac{M\alpha^2}{16K^2 + 8K\alpha/3}\right).
$$

Hence, to obtain (4.29), we set $M$ to satisfy both $2K\exp\left(-\frac{Ms^2/2}{1 + s/3}\right) < \frac{\delta}{3}$ and $2K^2\exp\left(-\frac{M\alpha^2}{16K^2 + 8K\alpha/3}\right) < \frac{\delta}{3}$, which lead to the lower bound for $M$.

**Part (b).** The proof is the same as the above for Part (a). ■

### 4.6 Numerical examples

Numerical tests show that the estimators converge as sample size increases at the rate $M^{-1/2}$, agreeing with the theory. They also show that the sampling error may lead to estimators missing the periodic property of the local transition matrix and hence the synchronization; thus, additional techniques, such as an application of a threshold or a sparse condition, are needed to preserve the additional properties of the local transition matrix.

Figure 3(a) examines the convergence in sample size for the multi-trajectory LSE in Section 4.1 and the ensemble LSE in Section 4.3. That is, these estimators are obtained by first solving the normal equations by least squares with non-negative constraints and then row-normalizing the resulting solutions. Here we consider a system with $(N, K, n_v) = (8, 3, 3)$. The figure shows the box plots of the relative errors of the estimators in 100 independent simulations with increasing sample
Figure 3: (a): Box plot of relative errors of the LSE estimators in 100 simulations for a system with $(N, K, n_v) = (8, 3, 3)$. The estimators converge at the same rate, but the multi-trajectory LSE is much more accurate than the ensemble LSE. (b): A prediction of synchronization for Example 2.4 with $T$ estimated from $M = 10^3$ trajectories with length $L = 100$. The sampling error in LSE-ensemble leads to a system without synchronizations.

The estimators are estimated using $M = 10^2$ sample trajectories with $L = 10$. Due to the sampling error, both estimated local transition matrices are not periodic; thus, their systems will not synchronize. Figure 3(b) shows that the more accurate multi-trajectory LSE leads to numerical synchronization, while the ensemble LSE cannot maintain the synchronized motion due to the large estimation error. In practice, when the system is known to synchronize, we can apply thresholding or specification techniques to preserve the additional properties of the local transition matrix and achieve synchronization.

5 Future work

Many venues are to be explored beyond the scope of the present work.
The first venue is to study the new PCAs on general finite graphs. The graph can be more complex than the cyclic graph in this study, for example, a graph with a non-binary weight matrix for edges, or a high-dimensional lattice. The dynamical properties, such as synchronization and ergodicity, and the inference of the local transition matrix, can be studied similarly. Additionally, it is of great interest to jointly infer the local transition matrix and the weight matrix of the graph, as studied in [LWLM24] for interacting particle systems on graphs.

Another venue is to study the new PCAs on infinite graphs. Concerning the dynamical properties, one can study the ergodicity and the critical phenomena by extending the results in [Too94, LMS90, Cas23, Bér23, FH01]. Concerning the inference of the local transition matrix, one may consider the asymptotic and non-asymptotic properties of the estimator when the data is a single trajectory with $N \to \infty$, for which [DMH23] has established similar results for interacting particle systems and [BZ24] considered this problem for graphon particle systems; see, e.g., [BCW23]. An interesting parameter to estimate in a similar context would be the size $n_v$ of each neighborhood.

A Preliminaries on Markov chain and concentration inequalities

A.1 Properties of Markov chains

Suppose $X(t)$ is a finite-state Markov chain with transition matrix $P$. We recall the following general results about Markov chains.

**Proposition A.1**

- There is a stationary distribution $\pi$. (because $I - P$, where $P$ denotes the transition matrix, is not of full rank)
- All states are positive recurrent; see [Dur19, Theorem 1.30].
- Suppose $X(t)$ is aperiodic. Then $\lim_{t \to \infty} \mathbb{P}\{X(t) = \cdot\} = \pi$; see [Dur19, Theorem 1.19].
- $\lim_{t \to \infty} \frac{1}{t} \sum_{i=1}^{t} \mathbb{P}\{X(t) = \cdot\} = \pi$; see [Dur19, Theorem 1.23].
- Suppose $\int |f| d\pi < \infty$. Then $\lim_{t \to \infty} \frac{1}{t} \sum_{i=1}^{t} f(X(t)) = \int f d\pi$; see [Dur19, Theorem 1.22].

Regarding exponential convergence to the stationary distribution, we have the following result taken from [Kul15, Theorem 1.3].

**Proposition A.2** Suppose there is some $\rho < 1$ such that

$$\|P(x, \cdot) - P(x', \cdot)\|_{TV} \leq 2\rho, \quad \forall x, x' \in \mathcal{A}^N. \quad (A.1)$$

Then $\|P_t(x, \cdot) - P_t(x', \cdot)\|_{TV} \leq 2\rho^t, \quad \forall t \geq 1, x, x' \in \mathcal{A}^N$. In addition,

$$\|P_t(x, \cdot) - \pi\|_{TV} \leq 2\rho^t, \quad \forall t \geq 1, x, x' \in \mathcal{A}^N.$$

A.2 Concentration inequalities

**Theorem A.3** (Bernstein’s Inequality) (see e.g., [Ver18, Theorem 2.8.4]) Let $X_1, \ldots, X_M$ be independent zero-mean random variables. Suppose that $|X_i| \leq c$ almost surely, for all $i$. Then for all positive $t$, $\mathbb{P}\left(\frac{\sum_{i=1}^{M} X_i}{\sqrt{\text{Var}(\sum_{i} X_i) + \frac{4}{3}ct}} \geq t\right) \leq 2 \exp\left(-\frac{\rho^2/2}{\text{Var}(\sum_{i} X_i) + \frac{4}{3}ct}\right)$. In particular, when $\{X_i\}$ are iid., we have $\mathbb{P}\left(\frac{\sum_{i=1}^{M} X_i}{\sqrt{\text{Var}(X_i) + \frac{4}{3}ct}} \geq t\right) \leq 2 \exp\left(-\frac{2t^2/2}{\text{Var}(X_i) + \frac{4}{3}ct}\right)$. 30
Theorem A.4 (Matrix Bernstein’s inequality) ([Ver18, Theorem 5.4.1] or [Tro15, Theorem 6.1.1]) Let \( \{X_i\}_{i=1}^M \subset \mathbb{R}^{n \times n} \) be independent mean zero symmetric random matrices such that \( \|X_i\|_{op} \leq c \) almost surely for all \( i \). Then, for every \( t \geq 0 \), we have \( \mathbb{P}(\|\sum_{i=1}^M X_i\|_{op} \geq t) \leq 2n \exp\left(-\frac{t^2/2}{\sigma^2 + ct/3}\right) \), where \( \sigma^2 = \|\sum_{i=1}^M \mathbb{E}[X_i^2]\|_{op} \). Additionally, when \( \{X_i\} \) are identically distributed, we have
\[
\mathbb{P}(\left\| \frac{1}{M} \sum_{i=1}^M X_i \right\|_{op} \geq t) \leq 2n \exp\left(-\frac{M t^2/2}{\|\mathbb{E}[X_1^2]\|_{op} + ct/3}\right).
\]
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