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Abstract

Regularization plays a pivotal role in ill-posed machine learning and inverse problems. However, the fundamental comparative analysis of various regularization norms remains open. We establish a small noise analysis framework to assess the effects of norms in Tikhonov and RKHS regularizations, in the context of ill-posed linear inverse problems with Gaussian noise. This framework studies the convergence rates of regularized estimators in the small noise limit and reveals the potential instability of the conventional $L^2$-regularizer. We solve such instability by proposing an innovative class of adaptive fractional RKHS regularizers, which covers the $L^2$ Tikhonov and RKHS regularizations by adjusting the fractional smoothness parameter. A surprising insight is that over-smoothing via these fractional RKHSs consistently yields optimal convergence rates, but the optimal hyper-parameter may decay too fast to be selected in practice.

1 Introduction

Consider the ill-posed inverse problem of minimizing a quadratic loss function

$$\min_{\phi \in L^2_{\rho}} \mathcal{E}(\phi) := \frac{1}{n} \sum_{k=1}^{n} \|L_k \phi - y_k\|_Y^2$$

where $L_k : L^2_{\rho} \rightarrow Y$ are bounded linear operators between the Hilbert spaces $L^2_{\rho}$ and $Y$. This problem is ill-posed in the sense that the mini-norm least squares solution is sensitive to noise in data or approximation error in computation. Such ill-posedness is common in inverse problems such as the Fredholm integral equations and nonparametric regression in statistical and machine learning.

Regularization is crucial in solving the above ill-posed inverse problems. Numerous regularization methods address this long-standing challenge. Roughly speaking, these methods restrict the function space of optimization search in two approaches: (i) setting bounds on the function or the loss functional (e.g., minimizing $\mathcal{E}(\phi)$ subject to $\|\phi\|_\delta < \delta$ or minimizing $\|\phi\|_\alpha$ subject to $\mathcal{E}(\phi) < \alpha$), and (ii) penalizing the loss function by a square norm as in the well-known Tikhonov regulation (see e.g., [15, 26, 27]):

$$\hat{\phi}_\lambda = \arg \min_{\phi} \mathcal{E}_\lambda(\phi) := \mathcal{E}(\phi) + \lambda \|\phi\|^2_{\delta,\alpha,\lambda}.$$

Here $\|\phi\|_{\delta,\alpha,\lambda}$ is a regularization norm and $\delta, \alpha, \lambda$ are the hyper-parameters controlling the strength of regularization. Given a norm, the minimization is often solved by either direct matrix decomposition-based methods to select an optimal hyperparameter [2, 15, 29] or iterative methods [5, 11, 32]. Meanwhile, various norms have been proposed, including the commonly-used $L^2$ norm, the Sobolev norms [23], and the RKHS norms [1, 7, 20, 25].

However, the fundamental comparative analysis of the regularization norms remains open. Such a comparison is challenging as it requires extracting essentials from multiple factors, including the
random noise, the spectrum of the inversion operator, the smoothness of the solution, the model error, the selection of the hyper-parameter, and the method of optimization.

We introduce a small noise analysis framework making this comparison possible for Tikhonov regularization. This framework compares the convergence rates of the regularized estimators, with oracle optimal hyper-parameters, in the small noise limit. It generalizes the classical idea of the bias-variance tradeoff in learning theory [6, 7] to inverse problems. Our main contributions are threefold.

• We introduce a new small noise analysis framework to study the effects of norms in Tikhonov and RKHS regularizations. As far as we know, this is the first study enabling a theoretical comparison between regularization norms.

• We introduce a new class of fractional RKHS norms with a smoothness parameter $s \geq 0$ for regularization. It recovers the $L^2$-norm when $s = 0$ and an RKHS norm in DARTR [20] when $s = 1$. This class of norms restricts the minimization to search in the function space of identifiability, leading to robust and stable regularized estimators in the small noise limit.

• We compute the convergence rate of the fractional RKHS regularized estimators and study its dependence on the smoothness parameter $s$, the regularity of the true function and the spectrum decay of the inversion operator. Our analysis shows a surprising insight that over-smoothing retains the optimal rate of convergence, but the optimal hyper-parameter may decay too fast for computational practice (see Fig. 1). Thus, we recommend a medium level of smoothing in regularization, replacing the conventional $L^2$-regularizer with a fractional RKHS regularizer.

**Notations.** The notation $X \sim \mathcal{N}(a, \Sigma)$ means that the random variable $X$ has a Gaussian distribution with mean $a$ and covariance $\Sigma$. $L^2_\rho$ denotes the function space of square-integrable functions defined on the support of the measure $\rho$. We denote by $L^\dagger_\rho$ the pseudo-inverse of the operator $L_\rho$.

**Related works.** A large literature has studied convergence of regularized estimators, and we mention only those close to our setting, particularly those using explicitly the error norm to select the optimal hyper-parameter [15]. In the case of vanishing measurement error, convergence has been proven in [27, Theorem 1.1, page 8] without a rate; [10, Theorem 5.8, page 131] studies the convergence rate of the $L^2$-regularized estimator when the measurement error decays uniformly. Also, convergence rates with refining mesh have been studied in [18, 22, 28–30] for inverse problems. On the other hand, RKHS regularization has been widely studied in inverse problems [18, 22, 29] and learning theory (see e.g., [1, 4, 6, 7, 24, 25]) using pre-specified reproducing kernels, where the learning in the large sample limit is a well-posed inverse problem. Additionally, small noise analysis has been used to study maximum a posterior of Bayesian inverse problems [4, 9], samplers [12], and numerical solutions to stochastic differential equations [3].

However, none of these works consider the adaptive fractional RKHS regularization introduced in this study. Neither do they discover the delicate dependence of the optimal convergence rate on the spectrum decay and the regularity of the true solution.
2 Tikhonov and RKHS regularization

2.1 Ill-posed linear inverse problems

Let \( \rho \) be a probability measure with compact support \( S \). Consider the inverse problem:

\[
\text{recover } \phi \text{ in } y = L\phi + \sigma \hat{W} \text{ from data } \{(L_k, y_k)\}_{k=1}^n,
\]

where \( L_k : L^2_\rho \to Y \) are bounded linear operators between the Hilbert spaces \( L^2_\rho \) and \( Y \). Here \( \hat{W} \) is a \( Y \)-valued white noise, i.e., \( (\hat{W}, y)_{Y} \sim N(0, \|y\|^2_Y) \) for each \( y \in Y \) (see [8] for Gaussian measures in infinite-dimension). We represent the strength of the noise by a positive constant \( \sigma \), and our small noise analysis studies the convergence rates of the regularized estimator when \( \sigma \to 0 \).

We focus on ill-posed problems in \( L^2_\rho \) that the mini-norm least squares estimator (LSE) is sensitive to noise in data or approximation error [22]. That is, in the variational formulation of the inverse problem, the minimal-norm minimizer of the loss function

\[
E(\phi) := \frac{1}{n} \sum_{k=1}^n \|L_k \phi - y_k\|^2_Y = \frac{1}{n} \sum_{k=1}^n \langle \langle L^a_k L_k \phi, \phi \rangle_{L^2_\rho} - 2 \langle L^a_k y_k, \phi \rangle_{L^2_\rho} + \|y_k\|^2_Y \]

is sensitive to the noise in the data \( \{y_k\} \). Here \( L^a_k \) denotes the adjoint of \( L_k \). Such ill-posedness roots in the unboundedness of the inversion of the generalized data-dependent operator

\[
L_{\Omega} := \frac{1}{n} \sum_{k=1}^n L^a_k L_k : L^2_\rho \to L^2_\rho,
\]

e.g., when \( L_{\Omega} \) is compact with positive eigenvalues converging to zero (see examples in Sect. 2.2).

To be precise, we introduce the following assumption and definitions. Note first that by definition, \( L_{\Omega} \) is a semi-positive self-adjoint operator, i.e., \( \langle L_{\Omega} \phi, \phi \rangle = \langle \phi, L_{\Omega} \phi \rangle \geq 0 \) for any \( \phi \in L^2_\rho \).

**Assumption 2.1** The operator \( L_{\Omega} \) is a trace-class operator, i.e., \( \sum_i \lambda_i < \infty \), where \( \{\lambda_i\}_{i \geq 1} \) denote the positive eigenvalues of \( L_{\Omega} \) arranged in a descending order.

Denote \( \{\psi_i, \psi_j^0\}_{i,j} \) be the orthonormal eigenfunctions of \( L_{\Omega} \) with \( \psi_i \) and \( \psi_j^0 \) corresponding to eigenvalues \( \lambda_i \) and zero (if any). Then, \( \{\lambda_i\}_{i \geq 1} \) is either finite or \( \lambda_i \to 0 \) as \( i \to \infty \), and these eigenfunctions form a complete orthonormal basis of \( L^2_\rho \).

We define the function space of identifiability as the subspace of \( L^2_\rho \) in which the inverse of \( L_{\Omega} \) is well-defined, i.e., the loss function has a unique minimizer.

**Definition 2.2** (Function space of identifiability (FSOI)) The FSOI of the inverse problem in (2.1) is \( H = \text{Null}(L_{\Omega})^\perp \), the complement of the null space of the operator \( L_{\Omega} \).

**Definition 2.3** (Ill-posed inverse problem) The inverse problem in (2.1) is ill-posed in \( L^2_\rho \) if the operator \( L_{\Omega}^{-1} : H \to L^2_\rho \) is unbounded, where \( H = \text{Null}(L_{\Omega})^\perp \) is the FSOI.

Note that ill-posedness differs from ill-conditionedness. An ill-conditioned problem has a large condition number \( \lambda_{\text{max}}/\lambda_{\text{min}} \), where \( \lambda_{\text{max}} \) and \( \lambda_{\text{min}} \) are maximal and minimal positive eigenvalues of \( L_{\Omega} \). Thus, an ill-posed problem is always ill-conditioned, but a well-posed inverse problem can be ill-conditioned. Also, when \( L_{\Omega} \) is finite-rank (i.e., it has only finitely many nonzero eigenvalues), the inverse problem is well-posed.

The next lemma characterizes the mini-norm LSE, with the proof postponed to Appendix A.

**Lemma 2.4** (The mini-norm LSE) Under Assumption 2.1, the mini-norm LSE is the unique minimizer of the loss function (defined in (2.2)) in the FSOI \( H \), and it can be written as

\[
\hat{\phi} = L_{\Omega}^{-1} \phi^\nu, \quad \phi^\nu := \frac{1}{n} \sum_{k=1}^n L^a_k y_k.
\]

If the true solution is \( \phi_* \), i.e., \( y_k = L_k \phi_* + \sigma \hat{W}_k \), the estimator has the following properties.

(a) The term \( \phi^\nu \) has a decomposition

\[
\phi^\nu = L_{\Omega} \phi_* + \phi^\rho, \quad \text{with } \phi^\rho = \sum_i \sigma \xi_i \lambda_i^{1/2} \psi_i,
\]

where \( \lambda_i \) are positive eigenvalues of \( L_{\Omega} \) arranged in a descending order.
As illustrations, we consider integral operators $L : L^2_0(S) \to L^2_0(T)$ with kernels $K_k$:

$$L_k\phi(t) = \int_S K_k(t,s)\phi(s)\nu(ds), \quad t \in T.$$  

(2.6)

Here $S \subset \mathbb{R}$ and $T \subset \mathbb{R}$ are two compact sets, which can be either intervals or sets with finitely many elements. The measure $\nu$ is a finite measure with support $S$: it is the Lebesgue measure when $S$ is an interval, and it is an atom measure when $S$ has finitely many elements. Similarly, we let $\mu$ be a finite measure on $T$. Three examples are as follows:

- **Fredholm integral equations** of the first kind, in which one solves $\phi$ from $(I, y_1)$:

$$y_1(t) = L_1\phi(t) + \sigma \hat{W}(t) = \int_S K_1(t,s)\phi(s)ds + \sigma \hat{W}(t), \quad t \in T,$$

(2.7)

where $S$ and $T$ are closed intervals (for example, $S = [0,1]$ and $T = [1,2]$) with $\nu$ and $\mu$ being the Lebesgue measure. It is a prototype of ill-posed inverse problems dating back from Hadamard [14], and it is a testbed for regularization methods [15, 18, 21, 28].

- **Learning kernels in nonlocal operators**, in which one aims to recover the kernel $\phi$ in the nonlocal operator $R_\phi : H^1_0 \to \mathcal{Y}$:

$$y_k(t) = R_\phi[u_k] + \sigma \hat{W}_k(t), \quad L_k\phi(t) = R_\phi[u_k] = \int_S K_k(t,s)\phi(s)ds, \quad t \in T$$

from data pairs $\{(u_k, y_k)\}$. Here $H^1_0$ a Sobolev space and $K_k$ can be $K_k(t,s) = c_{t,s} u_k(t+s)u_k(t)$ [17, 19] or $K_k(t,s) = \rho_k(t) - u_k(s)$ [31].

- **Recovering kernels in Toeplitz matrix or Hankel matrix** from data [13].

In these examples, the measure $\rho$ can be data-dependent, $\frac{d\rho}{ds}(s) := \frac{1}{Z} \sum_{k=1}^n \int_T |K_k(t,s)|\mu(dt), \quad \forall s \in S$, where $Z$ is a normalizing constant, or one can use the Lebesgue measure on the support of $\rho$ for simplicity. The operator $L_{\mathcal{G}}$ in (2.3) is determined by the bilinear form $\langle L_{\mathcal{G}}\phi, \psi \rangle = \frac{1}{n} \sum_{k=1}^n \langle L_k\phi, L_k\psi \rangle_{L^2(\mathcal{G})} = \int_S \int_T \phi(s)\psi(s')\mathcal{G}(s,s')\rho(ds)\rho(ds')$, where the bivariate function $\mathcal{G} : S \times S \to \mathbb{R}$ is defined as

$$\mathcal{G}(s,s') := \frac{1}{\frac{d\rho}{ds}(s)\frac{d\rho}{ds'}(s')} \int_T \frac{1}{n} \sum_{k=1}^n K_k(t,s)K_k(t,s')\mu(dt).$$

In fact, $L_{\mathcal{G}}$ is an integral operator with $\mathcal{G}$ as its kernel, i.e. $L_{\mathcal{G}}\phi(r) := \int S \phi(s)\mathcal{G}(r,s)\rho(ds)$. The function $\mathcal{G}$ is a Mercer kernel when the functions $K_k : T \times S \to \mathbb{R}$ are continuous. Hence, it defines an RKHS, $H_{\mathcal{G}} = L_{\mathcal{G}}^{1/2}(L^2_\rho)$. The FSOI is the closure of this RKHS in $L^2_\rho$ (see [20]).
2.3 Tikhonov and RKHS regularization

We introduce a class of adaptive fractional RKHSs for regularization that can ensure the optimization search takes place inside the data-dependent FSOI. These RKHSs are constructed through the eigen-decomposition of the operator $L_G$, having a parameter $s$ controlling the smoothness.

**Definition 2.5 (Fractional RKHS)** For $s > 0$, the $s$-fractional RKHS associated with operator $L_G$ in $L^2$ is $H^s_G = L^2_G(\mathbb{R}^2)$, with norm $\|\phi\|_{H^s_G}^2 = \|L_G^{-s/2}\phi\|_{L^2}^2$ for all $\phi = \sum c_i \phi_i$ such that $\sum \lambda_i^{-s} c_i^2 < \infty$, where $\{(\lambda_i, \psi_i)\}$ are the positive eigenvalue and eigenfunction pairs of $L_G$.

These fractional RKHS recovers the RKHS in DARTR in [20] when $s = 1$. Also, when $s = 0$, the fractional RKHS is $H^0_G = H$, the FSOI.

Then, its unique zero in $H^s_G$ is $\lambda^*$-Tikhonov regularization but controlling the smoothness.

**Proposition 2.6 (Fractional RKHS regularized estimator)** The minimizer in (2.8) is

$$\hat{\phi}_G^* = (L_G + \lambda L^{-s}_G)^{-1} \phi^u,$$

Let the true function be $\phi_* = \sum c_i \psi_i + \sum d_j \psi_j^0$, where $\{\psi_i, \psi_j^0\}_{i,j}$ denote the orthonormal eigenfunctions of $L_G$ with $\psi_i$ and $\psi_j^0$ corresponding to eigenvalues $\lambda_i$ and zero (if any). Then, for any $\lambda > 0$, the error of this regularized estimator is

$$\|\hat{\phi}_G - \phi_*\|_{L^2}^2 = \sum_i (\lambda_i + \lambda_i^{-s} - 2) (\sigma^2 \lambda_i^{1/2} \xi_i - \lambda c_i)^2 + \sum_j d_j^2,$$

where $\xi_i$ are iid standard Gaussian. In particular, when $\sum_j d_j^2 = 0$, the expectation of the error is

$$e(\lambda; s) = \mathbb{E}\|\hat{\phi}_G - \phi_*\|_{L^2}^2 = \sum_i (\lambda_i^{r+1} + \lambda)^{-2} (\sigma^2 \lambda_i^{2r+1} + \lambda^2 c_i^2).$$

**Proof.** The uniqueness of the minimizers and their explicit form follow from the Fréchet derivatives of the regularized loss function. In fact, note that $\|\phi\|_{H^s_G} = \langle L_G^{s/2} \phi, \psi \rangle_{L^2}$. Since the operator $L_G^{s/2}$ is self-adjoint. Then, similar to (A.2), the Fréchet derivative of $\mathcal{E}_\lambda$ at $\phi \in H^s_G$ under the $L^2$-topology is

$$\nabla \mathcal{E}_\lambda(\phi) = 2[(L_G + \lambda L^{-s}_G)\phi - \phi^u].$$

Then, its unique zero in $H^s_G$ is $\hat{\phi}_G^* = (L_G + \lambda L^{-s}_G)^{-1} \phi^u$.

To obtain the eigenvalue characterizations of the error, recall the decomposition $\phi^u = L_G^{s/2} \phi_* + \phi^0$ in (2.5). Then, we obtain (2.10) by noticing that

$$\hat{\phi}_G^* = (L_G + \lambda L^{-s}_G)^{-1} (L_G^{s/2} \phi_* + \lambda L^{-s}_G \phi_* - \lambda L^{-s}_G \phi_* + \phi^0)$$

$$= \phi_* + (L_G + \lambda L^{-s}_G)^{-1} (-\lambda \phi_* + \phi^0).$$

Additionally, using the fact that $\phi^0 = \sum \sigma \lambda_i^{1/2} \xi_i$ with $\xi_i$ being iid standard Gaussian, we obtain (2.11) by taking expectation.

Note that when $s = 0$, this regularization reduces to the conventional $L^2$-Tikhonov regularization but with the minimization search constrained inside the FSOI. When $s = 1$, it recovers the DARTR.

Proposition 2.6 demonstrates the complexity of choosing an optimal hyper-parameter $\lambda$. An optimal $\lambda$ minimizing the error in (2.10) must balance the error caused by the noise and the bias caused by the regularization. It depends on the spectrum of the operator, the true solution (which may have non-identifiable components outside the FSOI), and the realization of the noise. In particular, the dependence on the realization of the noise makes the analysis of the regularized estimator intractable.

Thus, we consider the expectation of the error in (2.11) in our small noise analysis in the next section, and seek an optimal $\lambda$ to achieve a tradeoff between the bias $\mathbb{E}\|\hat{\phi}_G^* - \phi^u\|_{L^2}^2$ caused by regularization and the variance $\mathbb{E}\|\hat{\phi}_G^* - \phi^u\|_{L^2}^2$ caused by the noise.

5
3 Small noise analysis for regularized estimators

We introduce a small noise analysis framework that studies the convergence of the regularized estimator in the small noise limit. We show first that the fractional RKHS regularizer removes the bias outside the FSOI, thus leading to estimators with vanishing errors, whereas the conventional $L^2$ Tikhonov regularizer cannot. Thus, when studying convergence rates, we don’t consider the conventional $L^2$-regularizer and only compare the fractional RKHS regularizers with different smoothness parameters $s$. We will show that over-smoothing by the fractional RKHSs always leads to optimal convergence rates.

3.1 Finite-rank operators: removing bias outside the FSOI

We show that the conventional $L^2$ Tikhonov regularizer has the drawback of not removing the perturbation outside the FSOI (often caused by numerical error and/or model error), leading to an estimator failing to converge in the small noise limit. In contrast, the fractional RKHS regularizer removes the bias outside the FSOI, consistently leading to convergent estimators.

Proposition 3.1 Assume that the operator is finite rank, the true function is inside the FSIO, and a presence of perturbations outside the FSIO as follows:

- the operator $L_{\overline{H}}$ has descending eigenvalues satisfying $\lambda_i = 0$ for all $i > K$ and $\lambda_K > 0$;
- the term $\phi^y$ in (2.4) is approximated by $\tilde{\phi}^y$ such that $\tilde{\phi}^y = \phi^y + \phi^x$ with $\phi^x \in \text{null}(L_{\overline{H}})$;
- the true function $\phi_* = \sum_{i \leq K} c_i \psi_i$, where $\{\psi_i\}$ are the eigen-functions of $\{\lambda_i\}$.

Then, when $\sigma \to 0$, the conventional $L^2$-regularized estimator $\tilde{\phi}_K^L = (L_{\overline{H}} + \lambda I)^{-1} \tilde{\phi}^y$ has a non-vanishing bias; in contrast, the fractional RKHS regularized estimator $\tilde{\phi}_K^L = (L_{\overline{H}} + \lambda L^{-1})^{-1} \tilde{\phi}^y$ has a vanishing bias.

Proof. Let $\phi^x = \sum_{i > K} c_i \psi_i$ with $0 < \|\phi^x\|^2_{L_2^\rho} = \sum_{i > K} c_i^2 < \infty$. Then, applying the decomposition (2.12), we have

$$E[\|\tilde{\phi}_K^L - \phi_*\|^2_{L_2^\rho}] = \sum_{1 \leq i \leq K} (\lambda_i + \lambda)^{-2}(\sigma^2 \lambda_i + \lambda^2 c_i^2) + \lambda^{-2} \sum_{i > K} c_i^2.$$

Using the fact that $(\lambda_i + \lambda)^{-2}(\sigma^2 \lambda_i + \lambda^2 c_i^2) \geq (\lambda_i + \lambda)^{-2} \lambda^2 c_i^2 \geq \lambda_K^{-2} \lambda^2 c_i^2$, we obtain

$$E[\|\tilde{\phi}_K^L - \phi_*\|^2_{L_2^\rho}] \geq \lambda^2 K \lambda_K^{-2} \sum_{1 \leq i \leq K} c_i^2 + \lambda^{-2} \|\phi^x\|^2_{L_2^\rho} \geq 2 \sqrt{K} \lambda_K^{-1} \|\phi_*\|_{L_2^\rho} \|\phi^x\|_{L_2^\rho},$$

where the last inequality follows from that fact that $\min_{x>0} ax - x^{-1}b \geq 2 \sqrt{ab}$. Hence, the conventional $L^2$-regularized estimator has a non-vanishing bias.

Similarly, the $H_{\overline{G}}$-regularizer’s estimator has an expected bias:

$$E[\|\tilde{\phi}_K^L - \phi_*\|^2_{L_2^\rho}] = \sum_{1 \leq i \leq K} (\lambda_i^{s+1} + \lambda)^{-2}(\sigma^2 \lambda_i^{2s+1} + \lambda^2 c_i^2).$$

Hence, the minimal bias is less than its value with $\lambda = \sigma$:

$$\min_{\lambda\geq0} E[\|\tilde{\phi}_K^L - \phi_*\|^2_{L_2^\rho}] \leq E[\|\tilde{\phi}_K^L - \phi_*\|^2_{L_2^\rho}]$$

$$= \sum_{1 \leq i \leq K} (\lambda_i^{s+1} + \sigma)^{-2} \sigma^2(\lambda_i^{2s+1} + c_i^2) \leq \sigma^2 \lambda_K^{-2s-2}(K \lambda_i^{2s+1} + \|\phi_*\|^2_{L_2^\rho}).$$

Consequently, this bias vanishes as $\sigma \to 0$. ■

3.2 Infinite-rank operator: convergence rate

We analyze the convergence rate of the regularized estimators as $\sigma \downarrow 0$. The focus is on the dependence of the rate on the smoothness parameter $s$ of $H_{\overline{G}}$ and the regularity of the true function.

Assumption 3.2 Assume the following spectrum decay of $L_{\overline{H}}$ and smoothness of the true function:

- (Spectrum decay). The eigenvalues of $L_{\overline{H}}$ have either exponential or polynomial decay, i.e.,

$$\lambda_i = p_i^{-1} f(i),$$

where $f$ is either exponential, $f(x) = e^{-\theta(x-1)}$ with $\theta > 0$, or polynomial, $f(x) = x^{-\theta}$ with $\theta > 1$. Here $\{p_i\}$ are perturbations satisfying $0 < a \leq p_i^{-1} \leq b < \infty$ for each $i$. 

(r-smoothness of \( \phi_a \)). Let \( \phi_a = \sum_i c_i \psi_i \in L_p^2 \) be \( r \)-smooth with respect to the spectrum in the sense that \( |c_i| = \lambda_i^r \), where \( r > 0 \) when \( f \) is exponential and \( r > \frac{1}{2m} \) when \( f \) is polynomial.

We define a constant \( \beta \) to unify notation for both exponential and polynomial spectrum decay:

\[
\beta = \begin{cases} 
1, & \text{if } f(x) = e^{-\theta(x-1)}; \\
\theta^{-1} + 1, & \text{if } f(x) = x^{-\theta}. 
\end{cases} 
\tag{3.2}
\]

Our main results are the convergence rates of the \( H^s_G \)-regularized estimators in the small noise limit.

**Theorem 3.3 (Convergence rates of regularized estimators)** Suppose Assumption 3.2 holds and recall the \( H^s_G \)-regularizer’s error \( e(\lambda, s) \) in (2.11). Then, the optimal parameter \( \lambda_* = \arg \min_{\lambda > 0} \varepsilon(\lambda; s) \) and the estimator’s error converge as \( \sigma \to 0 \) in the following orders:

\[
\lambda_* \simeq \begin{cases} 
\sigma^{\frac{\beta+2}{\beta+1}}, & s > r - \frac{\beta+1}{\theta}; \\
\sigma^{\frac{2\beta}{2\beta+2}}, & s < r - \frac{\beta+1}{\theta}.
\end{cases} 
\tag{3.3}
\]

where \( \beta \) is the constant defined in (3.2).

We introduce a generic small noise analysis scheme to compute the rates. It extends the classical idea of bias-variance trade-off in learning theory [6, 7] to ill-posed inverse problems. A key component is an integral approximation of the series under Assumption 3.2 to reveal the dominating orders, making it possible to compute the optimal hyper-parameter \( \lambda \) through an algebraic equation. The scheme consists of three steps:

- **Step 1**: Reduce the selection of optimal \( \lambda \) to solving an algebraic equation;
- **Step 2**: Estimate the dominating orders of the series for small \( \lambda \) by integrals;
- **Step 3**: Solve the algebraic equation and compute the optimal rates.

This scheme was used in [29] to study the rates when the mesh size vanishes. Our innovation is a systematic formulation for the study of small noise limits.

Step 1 follows by separating the variance and bias terms and solving the equation for a critical point, as shown in Lemma 3.4.

**Lemma 3.4** For each \( s \geq 0 \), the minimizer \( \lambda_* := \arg \min_{\lambda > 0} \varepsilon(\lambda, s) \) satisfies

\[
\lambda = -\sigma^2 \frac{A'(\lambda; s)}{2B_1(\lambda; s)},
\tag{3.4}
\]

where \( A'(\lambda, s) \) and \( B_1(\lambda, s) \) are series determined by the spectrum and \( r \) in Assumption 3.2:

\[
-\frac{1}{2} A'(\lambda; s) = \sum_i (\lambda_i^{s+1} + \lambda)^{-3} \lambda_i^{2s+1}, \quad B_1(\lambda; s) = \sum_i (\lambda_i^{s+1} + \lambda)^{-3} \lambda_i^{s+1+2r}.
\]

**Proof.** Rewrite (2.11) to separate the variance and bias terms as

\[
e(\lambda; s) = \sigma^2 A(\lambda; s) + \lambda^2 B(\lambda; s), \quad \text{where}
\]

\[
A(\lambda; s) = \sum_i (\lambda_i^{s+1} + \lambda)^{-2} \lambda_i^{2s+1}, \quad B(\lambda; s) = \sum_i (\lambda_i^{s+1} + \lambda)^{-2} \lambda_i^{2r}.
\tag{3.6}
\]

Then for each \( s \), the minimizer \( \lambda_* \) must satisfy the equation for a critical point:

\[
0 = \frac{d}{d\lambda} \varepsilon(\lambda; s) = \sigma^2 A'(\lambda; s) + 2\lambda [B(\lambda; s) + \frac{\lambda}{2} B'(\lambda; s)],
\]

Setting \( B_1(\lambda; s) = B(\lambda; s) + \frac{\lambda}{2} B'(\lambda; s) \), we obtain Eq. (3.4). The series for \( A' \) and \( B_1 \) follows from (3.6) and the derivatives of these terms. \( \blacksquare \)

In Step 2, we estimate the dominating terms of \( A' \) and \( B_1 \) for small \( \lambda \) (since it will decay with \( \sigma \)), which requires estimating the dominating terms in \( A, B \) and \( B' \) in (3.6). All these series can be written in the general form of parameterized series:
where $k \in \{2, 3\}$ and $\alpha \in \{(2s+1), (s+1+2r), 2r\}$. For example, $A(\lambda; s) = F_s(\lambda; 2, 2s+1)$ and $B(\lambda; s) = F_s(\lambda; 2, 2r)$. We provide a general estimation for series $F_s(\lambda; k, \alpha)$ for all $k > 0$, $\alpha \geq 1$ and $s \geq 0$ in Lemma A.1, which is of independent interest by itself. The basic idea in its proof is to approximate the series by Riemann sum. In particular, these series estimations provide dominating terms in the series $A, A', B$ and $B_1$ when $\lambda$ is small, as shown in the next lemma. Both lemmas are technical and their proofs can be found in Appendix A. We will use the big-O notation to denote the approximation error and highlight the dominating terms.

**Lemma 3.5** Under the Assumption 3.2, as $\lambda \to 0$, we have

$$A(\lambda; s) = C_A \lambda^{-nA} + O(1), \quad \frac{-1}{2} A'(\lambda; s) = C_{A'} \lambda^{-\alpha A-1} + O(1),$$

$$B_1(\lambda; s) = \begin{cases} C_{B_1} \lambda^{-\eta_B} + O(1), & s > r \frac{-\beta}{s+1} \text{ and } \lambda A \lambda^{-\eta_B} + O(1), & s > r \frac{-\beta}{s+1} \text{ and } \lambda A \lambda^{-\eta_B} + O(1), \end{cases}$$

$$B(\lambda; s) = \begin{cases} C_B \lambda^{-\eta_B} + O(1) & s < r \frac{-\beta}{s+1} \text{ and } \lambda A \lambda^{-\eta_B} + O(1), & s < r \frac{-\beta}{s+1} \end{cases}$$

where $n_A = \frac{\beta}{s+1}$, $\eta_B = \frac{1-2r-1}{s+1} + 2$. Here $C_{A'}, C_A, C_{B'}$, $C_B > 0$ are constants independent of $\lambda$.

In Step 3, we prove Theorem 3.3 by solving the algebraic equations and computing the rates.

**Proof of Theorem 3.3.** When $r < s + \frac{1}{2}$, by (3.4) and the estimates in Lemma 3.5, the minimizer $\lambda_*$ satisfies $\lambda = 2 \sigma_2 C_{A'} \lambda^{1-nA+O(1)}$, where $\eta_A = \frac{\beta}{s+1}$ and $\eta_B = \frac{1-2r-1}{s+1} + 2$. Hence $\eta_A + 2 > \eta_A - \eta_B + 2 = 2 + \frac{1}{s+1} > 0$ and

$$\lambda A \lambda^{-\eta_B} + O(1(\lambda A + 2) = 2 C_{A'} C_{B}^{-1} \sigma^2 (1 + O(\lambda A + 1))$$

when $s \to 0$. Solving from the dominating terms, we obtain $\lambda_* \approx c_2 \sigma \frac{2s+2}{2s+3}$ with $c = \left( \frac{2C_{A'}}{C_{B}} \right)^{\frac{2s+1}{2s+3}}$.

The optimal $\lambda_*$, together with (3.5) and the estimates in Lemma 3.5, imply that

$$e(\lambda_*; s) = \sigma^2 A(\lambda_*; s) + \lambda_*^2 B(\lambda_*; s) \approx \sigma^2 \lambda_*^{-nA} C_A + \lambda_*^{-\eta_B} C_B \lambda_*^{-\eta_B} C_B = -\eta A \lambda^{2s+2} \lambda^{-\eta_B} C_A + C \sigma^2 \frac{2s+2}{2s+3} C_B.$$

Notice that $2 + \frac{2s+2}{2s+1} = \frac{1-\eta_B}{2s+1} + 1$, hence, $e(\lambda_*; s) \approx C \sigma^2 \frac{2s+2}{2s+1}$, where $C = c^{-nA} C_A + c^{-\eta_B} C_B$.

When $r > s + \frac{1}{2}$, $\lambda_*$ satisfies $\lambda = 2 \sigma_2 C_{A'} \lambda^{1-nA+O(1)}$. As $s \to 0$, notice that $\frac{1}{2} \eta_B = \frac{1}{2s+2} \frac{2s+2}{2s+3} \frac{1}{2s+2} \frac{2s+2}{2s+3}$, we have $\lambda_* \approx c_2 \sigma \frac{2s+2}{2s+3}$ with $c = \left( \frac{2C_{A'}}{C_{B}} \right)^{\frac{2s+1}{2s+3}}$. Hence,

$$e(\lambda_*; s) = -\eta A \lambda^{2s+2} \lambda^{-\eta_B} C_A + C \sigma^2 \frac{2s+2}{2s+3} C_B.$$

Again, noticing that $2 + \frac{2s+2}{2s+1} = \frac{1-\eta_B}{2s+1} + 1$, we obtain $e(\lambda_*; s) = C \sigma^2 \frac{2s+2}{2s+3}$, where $C = c^{-nA} C_A + c^{-\eta_B} C_B$.

**Remark 3.6.** The convergence rate at the threshold $s = r - \frac{1}{2}$ is not covered by Theorem 3.3, because it requires a solution of a non-algebraic equation involving logarithmic terms.

### 3.3 Numerical Examples

**Oracle rates under exponential spectral decay.** Fig. 1 demonstrates the dependence of optimal convergence rate on the $s$ and $r$. In the left figure, the theoretical rates (denoted by “Theoretical”) in Theorem 3.3 are close to the numerically approximated rates (“Approximated”). They differ the most near the thresholds $r - \frac{1}{2}$, which is not covered by the theorem (see Remark 3.6). Both show that over-smoothing leads to optimal convergence rates. However, as the right figure shows, the optimal hyper-parameter decays at a rate increasing with $s$, making it difficult to select in practice.

The settings for the approximated rates are as follows. We take the spectrum to be $f(x) = e^{-1.5x}$ evaluated at $i \in \{1, \ldots, 200\}$, and $r \in \{0.7, 1.2, 1.7\}$. We select the optimal $\lambda_*$ to be the minimizer of $\varphi(\lambda; s)$ in (2.11) in the range [10^{-25}, 10^{2}] with true $\phi$ known, and then compute $e(\lambda_*; s)$. Numbers the rate of $\lambda_*$ and $e(\lambda_*; s)$ with $\sigma \in \{10^{-7}, 10^{-1}\}$.

\[ F_s(\lambda; k, \alpha) := \sum_{i=1}^{\infty} (\lambda^{s+1} + \lambda)^{-k} \lambda^i, \]
We have established a small noise analysis framework to understand the fundamental role of regularization when the data size increases (i.e., either the sample size increases or the data mesh increases). Also, the small noise analysis does not apply to non-Hilbert norms, particularly the $L^1$-norm and those non-diagonalizable in the orthonormal basis of the inversion operator, which we leave in future work.

3.4 Limitations

The small noise analysis does not tackle the practical selection of hyper-parameters. Its goal is to understand the fundamental role of regularization norms. Thus, it uses the oracle optimal hyper-parameters so as to focus on comparing the norms. However, it provides insights into the future projects of selecting regularization norms in conjunction with the hyper-parameters.

Additionally, it is yet to extend this framework to analyze the convergence of the regularized estimator when the data size increase (i.e., either the sample size increases or the data mesh increases).

At last, this study focuses on linear inverse problems. An extension to nonlinear inverse problems requires varying second-order Fréchet derivatives of the loss function, which is beyond the scope of this study.

4 Conclusion

We have established a small noise analysis framework to understand the fundamental role of regularization norms, setting a step forward for the anatomy of regularization. For ill-posed linear inverse problems, we have introduced a class of adaptive fractional RKHS norms for regularization. Our analysis shows that over-smoothing by the fractional RKHS always leads to an optimal convergence rate, but the resulting fast decaying optimal hyper-parameter becomes difficult to select in practice.
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A Technical proofs

Proof of Lemma 2.4. The mini-norm LSE is a minimizer of the loss function. We first show that the estimator in (2.4) is the unique minimizer of the loss function $\mathcal{E}$ in $H$, i.e., it is the unique zero of the Fréchet derivative of $\mathcal{E}$ in $H$. By (2.2) and (2.3)–(2.4), we can write the loss functional as

$$
\mathcal{E}(\phi) = \langle \mathcal{L}_G^\phi, \phi \rangle_{L^2_G} + \langle \phi^\theta, \phi \rangle_{L^2_G} + C_y
$$

with $C_y = \frac{1}{n} \sum_{k=1}^{n} \| y_k \|^2$. Then, the Fréchet derivative $\nabla \mathcal{E}(\phi)$ in $L^2_P$ is

$$
\langle \nabla \mathcal{E}(\phi), \psi \rangle_{L^2_G} = \lim_{h \to 0} \frac{\mathcal{E}(\phi + h \psi) - \mathcal{E}(\phi)}{h} = \langle 2(\mathcal{L}_G^\phi - \phi^\theta), \psi \rangle_{L^2_G}, \quad \forall \psi \in L^2_P,
$$

that is, $\nabla \mathcal{E}(\phi) = 2(\mathcal{L}_G^\phi - \phi^\theta)$. Hence, by the definition of $H$, the estimator in (2.4) is the unique zero of $\nabla \mathcal{E}(\phi)$ in $H$. Additionally, note that any LSE can be written as $\phi_{LSE} = \hat{\phi} + \phi_{null} \in H \oplus \text{Null}(\mathcal{L}_G^\phi)$. Thus, the estimator $\hat{\phi}$ is the mini-norm LSE.

Next, we prove the estimator’s properties. For Part (a), by the definition of $\phi^\theta$, we have

$$
\phi^\theta = \frac{1}{n} \sum_{k=1}^{n} L^\theta_k (L_k \phi_* + \sigma \tilde{W}_k) = \mathcal{L}_G^\phi \phi_* + \phi^\theta,
$$

where $\mathcal{L}_G^\phi \phi_* = \sum_{i=1}^{n} \sigma_i^\theta \lambda_i^\theta \phi_i$ and $\mathcal{L}_G^\phi = \sum_{i=1}^{n} \sigma_i^\theta \lambda_i^\theta \phi_i$. Hence, $\phi^\theta = \mathcal{L}_G^\phi \phi_*$. Additionally, note that any LSE can be written as $\phi_{LSE} = \hat{\phi} + \phi_{null} \in H \oplus \text{Null}(\mathcal{L}_G^\phi)$. Thus, the estimator $\hat{\phi}$ is the mini-norm LSE.

Part (b): note that $\mathcal{L}_G^{-1} \phi^\theta = \sum_{i: \lambda_i > 0} \lambda_i^{-1/2} \sigma_i \phi_i$. Then, when $\sum_{i} \lambda_i^{-1} < \infty$ (which happens only when there are finitely many non-zero eigenvalues), we have $\mathcal{L}_G^{-1} \phi^\theta \in L^2_P$ because $\mathbb{E} \left[ \| \mathcal{L}_G^{-1} \phi^\theta \|_{L^2_G}^2 \right] = \sum_{i} \lambda_i^{-1} \sigma_i^2 < \infty$. Then, $\mathcal{L}_G^{-1} \phi^\theta \sim N(0, \sigma^2 \mathcal{L}_G^{-1})$ and the distribution of the estimator follows. But when $\sum_{i} \lambda_i^{-1} = \infty$, we have $\mathbb{E} \left[ \| \mathcal{L}_G^{-1} \phi^\theta \|_{L^2_G}^2 \right] = \sum_{i} \lambda_i^{-1} \sigma_i^2 = \infty$, and hence $\mathcal{L}_G^{-1} \phi^\theta$ is ill-defined.

For Part (c), when the data is noiseless, we have $\phi^\theta = \mathcal{L}_G^\phi \phi_*$. Hence $\hat{\phi} = \mathcal{L}_G^{-1} \phi^\theta = P_H \phi_*$. □

Lemma A.1 (Series estimation) Assume that the sequence $\lambda_i$ satisfies (3.1), where $f(x) = e^{-\theta(x-1)}$ or $f(x) = x^{-\theta}$ with $\theta > 1$. Then, for all $k > 0$, $\alpha \geq 1$ and $s \geq 0$, as $\lambda \to 0$, we have

$$
F_s(\lambda; k, \alpha) = \sum_{i=1}^{\infty} \left( \lambda_i^{s+1} + \lambda \right)^{-k} \lambda_i^\alpha = C J(\lambda) + O(1),
$$

where $C = \frac{C^{s+1}_{1}}{\theta} \frac{C^\alpha}{\theta}$ with constants $C_1, C_2 \in [b^{-1}, a^{-1}]$ and

$$
J(\lambda) = \begin{cases} 
\frac{\Gamma(\gamma) \Gamma(k-\gamma)}{\Gamma(k)} \lambda^{\gamma-k}, & 0 < \gamma < k; \\
\frac{1}{s+1} \ln(1/\lambda), & \gamma = k; \\
\frac{1}{s+1} \frac{1}{1 - \gamma}, & \gamma > k,
\end{cases}
$$

where $\gamma = \alpha - \beta + 1$, $c = C^{s+1}_{1}$, and $\beta$ is defined in (3.2). Here “$\approx$” indicates an approximate equation up to a difference of $O(\lambda)$ as $\lambda \to 0$.

Proof of Lemma A.1. The proof is based on approximating the series by the Riemann integral. The approximation error is of order $O(1)$, which is negligible when compared to a negative power of $\lambda$ when it is small.

Firstly, by (3.1) and the mean-value theorem, there exists $C_1, C_2 \in [b^{-1}, a^{-1}]$ such that

$$
F_s(\lambda; k, \alpha) = \sum_{i=1}^{\infty} \left( (\xi_i^{s+1} f(i))^{s+1} + \lambda \right)^{-k} (\xi_i^{-1} f(i))^\alpha
$$

$$
= \sum_{i=1}^{\infty} \left( (C_1^{s+1} f(i))^{s+1} + \lambda \right)^{-k} (C_2^{-1} f(i))^\alpha.
$$
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Then, approximating the series by integral, and using the notation $c = C_1^{s+1}$, we have
\[
\sum_{i=1}^{\infty} (c^{-1} f(i)^{s+1} + \lambda)^{-k}(C_2^{-1} f(i))^{\alpha} = c^k C_2^{-\alpha} \int_1^{\infty} (f(x)^{s+1} + c\lambda)^{-k} f(x)^{\alpha} dx + O(1).
\]
We take $g = f^{-1}$ so that $y = f(x)$ and $g(y) = x$. Then, we have $dx = g'(y)dy$ and
\[
\int_{1}^{\infty} (f(x)^{s+1} + c\lambda)^{-k} f(x)^{\alpha} dx = \int_{0}^{1} (y^{s+1} + c\lambda)^{-k} y^\alpha g'(y)dy,
\]
where we used the fact that $f(0) = 1$ and $\lim_{x \to \infty} f(x) = 0$ when $f$ has either exponential or polynomial decay.

Before continuing the computation, we introduce $\beta$ in (3.2) to unify the notation for both cases of $f$. If $f(x) = e^{-\theta(x-1)}$, then $g(y) = -\frac{1}{\theta} \ln(y) + 1$, so that $g'(y) = -\frac{1}{\theta} y^{-1}$. If $f(x) = x - \theta$, then $g(y) = y^{-1/\theta}$, so that $g'(y) = -\frac{1}{\theta} y^{-1/\theta - 1}$. In either case, we can assume $g'(y) = -\frac{1}{\theta} y^{-\beta}$, where $\beta = 1$ or $\beta = \frac{1}{\theta} + 1$. Then we have
\[
\int_{0}^{1} (y^{s+1} + c\lambda)^{-k} y^\alpha g'(y)dy = \frac{1}{\theta} \int_{0}^{1} (y^{s+1} + c\lambda)^{-k} y^{\alpha - \beta} dy.
\]
Next, we estimate the above integral, denoted by $J(\lambda)$:
\[
J(\lambda) = \int_{0}^{1} (y^{s+1} + c\lambda)^{-k} y^{\alpha - \beta} dy
\]
in three cases: $\gamma > k$, $0 < \gamma < k$ and $\gamma = k$ (notice that $\gamma = \frac{\alpha - \beta + 1}{s+1}$ is positive from the range of $\alpha$ and $\beta$).

When $\gamma > k$, we have
\[
\lim_{\lambda \to 0} J(\lambda) = \int_{0}^{\infty} y^{-k(s+1) + \alpha - \beta} dy = \frac{1}{(s+1)(\gamma - k)},
\]
which proves the last row in (A.4). To tackle the cases $\gamma \leq k$, we make another change of variable $z = \frac{c\lambda}{z^{\gamma - 1}}$, so that $y = (c\lambda z)^{\frac{1}{\gamma - 1}}$, $dy = \frac{1}{s+1} (c\lambda)^{\frac{1}{\gamma - 1}} z^{\frac{\alpha - \beta + 1}{s+1} - 1} dz$, and then
\[
J(\lambda) = \frac{1}{s+1} (c\lambda)^{\frac{\alpha - \beta + 1}{s+1} - k} \int_{0}^{1/(c\lambda)} (z + 1)^{-k} z^{\frac{\alpha - \beta + 1}{s+1} - 1} dz
\]
\[
= \frac{1}{s+1} (c\lambda)^{\gamma - k} I(\lambda), \quad I(\lambda) := \int_{0}^{1/(c\lambda)} (z + 1)^{-k} z^{\gamma - 1} dz.
\]
When $0 < \gamma < k$, we have
\[
\lim_{\lambda \to 0} I(\lambda) = \int_{0}^{\infty} (z + 1)^{-k} z^{\gamma - 1} dz = \frac{\Gamma(\gamma) \Gamma(k - \gamma)}{\Gamma(k)}.
\]
When $\gamma = k$, we notice that $I(\lambda) \to \infty$ as $\lambda \to 0$. By L’Hospital rule,
\[
\lim_{\lambda \to 0} \frac{I(\lambda)}{\ln(1/\lambda)} = \lim_{\gamma \to 0} \frac{I(\lambda)}{(1/\lambda)} = \lim_{\gamma \to 0} \frac{(c\lambda + 1)^{-k}\lambda^{-1}}{\lambda^{-1}} = 1. \quad (A.5)
\]
Combining the above equations, we obtain (A.4) and (A.3) \(\blacksquare\)

**Proof of Lemma 3.5.** The estimations follow by applying Lemma A.1.

The estimation for $A(\lambda; s) = F_s(\lambda; 2, 2s + 1)$ follows from Lemma A.1 with $k = 2, \alpha = 2s + 1$: since $\gamma = \frac{\alpha - \beta + 1}{s+1} = 2 - \frac{\beta}{s+1} < k$, we use the first case of $J(\lambda)$ in (A.4) to obtain $A(\lambda; s) = C_A \lambda^{-\eta_A} + O(1)$ with $\eta_A = k - \gamma = \frac{\beta}{s+1}$.

For $\frac{1}{2} A'(\lambda; s)$, we have $\alpha = 2s + 1, k = 3$, hence $\gamma = \frac{\alpha - \beta + 1}{s+1} = 2 - \frac{\beta}{s+1} < 3$. Then $\frac{1}{2} A'(\lambda; s) = C_A \lambda^{-\eta_A - 1} + O(1)$. 
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For $B_1(\lambda; s)$, we have $\alpha = s + 1 + 2r$, $k = 3$ and $\gamma = \frac{1 + 2r - \beta}{s + 1} + 1$. For $B(\lambda; s)$, we have $\alpha = 2r$, $k = 2$ and $\gamma = \frac{1 + 2r - \beta}{s + 1}$. Hence when $\frac{1 + 2r - \beta}{s + 1} < 2$, namely $r < s + \frac{\beta + 1}{2}$, we have $\gamma < k$, so

$$B_1(\lambda; s) = C_{B_1} \lambda^{-\eta_{B_1}} + O(1), \quad B(\lambda; s) = C_B \lambda^{-\eta_{B}} + O(1),$$

where $\eta_{B_1} = 2 - \gamma = \frac{\beta - 2r - 1}{s + 1} + 2$. When $\frac{1 + 2r - \beta}{s + 1} > 2$, namely $r > s + \frac{\beta + 1}{2}$, we have

$$B_1(\lambda; s) = C_{B_1} + O(1), \quad B(\lambda; s) = C_B + O(1).$$

Note that the constants $C_B, C_{B_1}$ might be different in the two cases. ■