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1 Problem 7.2(c)

To tackle this problem, we need to infer from the expression for the infinitesimal generator associated
with the Markov semigroup induced by It6 diffusion given in Theorem 7.3.3 of [1]. Given an It6 diffusion

dXt = b(Xt) dt + O'(Xt) dBt

If f € C3(R"), then f € D4 and

n n n 2
Af(z) = Zbi(:v)gi + %Z Z(UJT)M.(@@Z(;;. (1)

i=1 i=1 j=1

Now we want to find the corresponding drift and diffusion coefficients corresponding to the infinitesimal
generator specified by
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Let’s first determine the column dimension m of the diffusion coefficient ¢ € R?*™. Suppose m = 1,
we have

1 [ o (x1, x2) 01(3:1,352)02(1:1,;52)] _ [%(1 +a7) %»ﬁ]
2 |o1(z1, z2)02(21, 22) g%(x1’$2) %xl % .
It is equivalent to
[ ot (x1, x2) 01(561,562)02(361,3:2)] _ [1 + 2 561]
Ul(mlﬂx2)02($1a$2) U%(Z‘l,l‘g) T 11

Equating the entries in the matrix equation above, it is easy to see it has no solutions. If m = 2, applying
the same idea, we find that

2 2 9
ool = 011 + 012 011021 + 012022 _ |1 +2f x1
o 2 2 = .
011021 + 012022 051 + 05 T 1

Certainly, the solution to the equation above is not unique. Let’s just exhibit an obvious one by setting
o11 = 11,012 = 1,091 = 1,022 =0,

that is
( )— vl
o\xr1,T2) = 1 0 .
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Comparing the first-order coefficients in (1) and (2), we have

b(xl,xg):[ 22 }

In(1+ 2% + 23)

Thus the desired It6 process that we find is

Xy 2X, X, 1
dX; = d{XJ - Ln(l + X3 +X22)} dt + [ 1 0} dB;.

Since the problem only asks us to find an It6 process corresponding to the given infinitesimal generator,
we are done.

2 Problem 7.4
(a). Given z > 0, consider the hitting time
T:=inf{t >0: B, =0} withP,(By = x) = 1.
Forany ¢t > 0, if B; < 0, by the continuity of sample path, then 7 < ¢. By the reflection principle ,

Pu(r <t)=Py(r <t,B; >0)+Py(7 <t,B; <0)
= PI(T <t By > 0) —|—]P)x(Bt < 0)

1
= §]P’x(r <t)+Py(B; <0).
From the derivation above, the cumulative distribution function of 7 under P, is

Pm(T < t) = Q]P)x(Bt < 0)
= 2 1 /x €7y2/2t dy
V27t J o

= 2/Ooe_y2/2tdy
V it J,
:\/5/00 e /2 4z
™ x/\/f

By dominated convergence theorem and continuity of probability measure, one has

2 o
P, (T < 00) = tl_igloIF’x(T <t)= \/;/o e’ /2dz.

Evaluating the last Gaussian integral, we can conclude that P, (7 < oo) = 1.

(b). Exploiting the martingale (M;);>( defined by
M; = exp(u(B; — z) — u?t/2) foru € R.
Indeed, for0 < s <t <
Ex[M; | 7] = Enlexp(u(By = By)) | FyleBema /2
= exp(;u2(t —s)+u(Bs —x) — ;u2t>

= M;.
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Applying the optional sample theorem to the bounded stopping time 7 A ¢, we have E,[M; r¢] =
E,[My] = 1. Hence
E, [exp(uBra —ux —u*(t A 7)/2)] = 1. , vt

Assume u < 0, the integrand is bounded almost surely, by bounded convergence theorem,
E,[exp(—uz — u?7/2)] =1 implies E,[exp(—u’7/2)] = e**.
Let u = —+/2s for some s > 0, then the Laplace transform of 7 is given by
E.[e™*] = e~V

It is well-known that differentiating under the integral sign is legitimate for Laplace transform. So

11
Em[’]—e_ST] = 6_\/%1:\/5‘%'5%

It follows from monotone convergence theorem that E, [7] = lims_, e~ V2w \/ia:% 1

S

= 0.

B

3 Problem 7.18

(a). Proof. Since f € Dy C C?, thensois g(z) == (f(x) — f(a))/(f(b) — f(a)). Applying Dynkin’s
formula to the bounded stopping time 7 A ¢ and g, we have

B [0 n0] = g(o) + Ex | | TS ] = 9(0),

where the integral term vanishes due to the fact that Af = 0. Since g is a bounded between 0 and 1 on
[a, b], then, by bounded convergence theorem and the fact that 7 < oo almost surely,

fz) ~ f(a)

f(0) = f(a)

As g(a) = 0 and g(b) = 1 and the sample path is continuous, we derive that
Elg(Xr)] = Po(Xr = a) - 0+ Pp(X; = b) - 1 = Py(X, = ).

Ex[g(XT)] =

Combining the equations above, we can conclude that
f(z) — f(a)
pi=Pu(X, =b) = : i
== 5 =
(b). Proof. If Xy = x 4 By, it satisfies the SDE d X; = dB;, then

Af(w) = 31" (x).

Choose f(x) = x, itis easy to see that A f (x) = 0 for this f in particular. Applying part (a), we conclude

that
T —a

_ 0
P=7y

pe— a :
(¢). Proof. If X; = x + ut + o By, then, for f € C?,
1
Af(z) = pf'(z) + §U2f”(%’)-
Put Af = 0, we find the solution to this ODE is

2u 2u

Cle(]-:c + 02676%211 =C1+ 0267—250'

2
For simplicity, choose C; = 0 and C, = 1. Substituting f(x) = e~ 2% into part (a), we can conclude
that

_2p _2p
e 2% — g o2°

p= _2py 2w, =
e o2 —e o?


Fei


Ao Sun 110.653: Introduction to SDE

References

[1] OKSENDAL, B. (2013). Stochastic Differential Equations, 6th ed. Springer-Verlag, Berlin Heidelberg.



	Problem 7.2(c)
	Problem 7.4
	Problem 7.18

