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Chapter 1

Introduction

A central notion in geometric invariant theory (GIT) is the concept of stability. Sta-

bility plays a significant role in forming quotient spaces of projective varieties for

which geometric invariant theory was invented. One can define Mumford-Takemoto

slope stability for holomorphic vector bundles, and also there is a notion of Gieseker

stability which is more in the realm of geometric invariant theory. It is well-known

that over algebraic curves these different notions coincide.

On the other hand, in differential geometry, metrics with certain curvature prop-

erty have been interesting to mathematicians for years. One of the earliest examples

of such metrics are Einstein metrics. Einstein metrics are metrics which are propor-

tional to their Ricci curvature. Einstein introduced the concept of Einstein metrics

in order to formulate relativity theory. Later Yang and Mills introduce the Yang-

Mills equations which are the generalization of Maxwells equations. Solutions to

the Yang-Mills equations are connections over vector bundles which satisfy certain

curvature property. In the context of holomorphic vector bundles over Kähler mani-

folds, the Yang-Mills equation corresponds to the Hermitian-Einstein equation which

is analogue of Einstein metrics in the setting of holomorphic vector bundles.
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There is a close relationship between the concept of stability coming from the al-

gebraic geometric side and the existence of Hermitian-Einstein metrics. In ?, Seshadri

and Narasimhan prove that a holomorphic vector bundle over a compact Riemann

surface is poly-stable if and only if it admits a Hermitian-Einstein metric. The picture

becomes complete after the work of Donaldson, Uhlenbeck and Yau. They prove the

following which is known as the Hitchin-Kobayashi correspondence.

Theorem 1.0.1. ([D1],[D2],[UY]) Let (X,ω) be a compact Kähler manifold and E →

X be a holomorphic vector bundle. Then E is Mumford poly-stable if and only if E

admits a Hermitian-Einstein metric.

We recall the definition of Mumford slope stability. Let (X,ω) be a compact

Kähler manifold of dimension n and E → X be a holomorphic vector bundle of rank

r. We can define the slope of the bundle E by µ(E) = deg(E)/r, where deg(E) =∫
X
c1(E)∧ωn−1. Notice that for n ≥ 2, the slope depends on the cohomology class of

ω as well as c1(E). A holomorphic vector bundle E is called Mumford (semi)stable if

for any coherent subsheaf F of E with lower rank,(µ(F ) ≤ µ(E)) µ(F ) < µ(E).

Beside the notion of Mumford slope stability, there is another notion of stability

introduced by Gieseker which is more in the realm of GIT. Let (X,L) be a polarized

algebraic manifold and E be a holomorphic vector bundle over X. The bundle E is

called Gieseker stable if for any proper coherent subsheaf F of E

h0(X,F ⊗ Lk)

rk(F )
<
h0(X,E ⊗ Lk)

rk(E)
,

for k � 0. The recent work of X. Wang ([W1], [W2]) gives a geometric interpretation

of Gieseker stability. Wang proves that there is a relation between Gieseker poly-

stability and existence of so-called balanced metrics. This relation was conjectured

first by Donaldson in ([D5]).
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The situation is more complicated in the case of polarized varieties. Canonical

metrics on polarized varieties have been studied for years. Some of the earliest work

was done by Calabi who introduced the notion of extremal metrics. He also proved

some uniqueness results and conjectured the existence of Kähler-Einstein metrics on

certain types of complex manifolds. The celebrated work of Yau solves the problem of

the existence of Kähler-Einstein metrics on compact complex manifolds with trivial

canonical class([Y1], [Y2]). Also, Aubin and Yau independently proved the existence

of Kähler-Einstein metrics on compact complex manifolds with negative first chern

class ([A],[Y1], [Y2]). The case of positive chern class corresponds to manifolds with

negative canonical class which are called Fano manifolds. It is known that there are

obstructions to the existence of Kähler-Einstein metrics in this case. The first known

obstruction is due to Matsushima. He shows that if such a metric exists, then the Lie

algebra of holomorphic vector fields must be reductive. Another obstruction to the

existence of Kähler-Einstein metrics is the Futaki invariant which is coming from holo-

morphic vector fields on the manifold. Tian proves that vanishing of Futaki invariants

on smooth Fano surfaces implies the existence of Kähler-Einstein metrics([T1]). Later

in ([T2]), Tian constructs a three dimensional Fano manifold which has no nontrivial

holomorphic vector fields (hence vanishing Futaki invariant) and yet does not admit

any Kähler-Einstein metric. He shows that this example does not satisfy the so-called

weak K-stability condition which is introduced by Tian in the same paper. Then he

conjectures that for Fano manifolds the weak K-stability is a necessary and sufficient

condition for the existence of Kähler-Einstein metrics.

Inspired by the Hitchin-Kobayashi correspondence, Yau conjectures that there

should be a similar correspondence in the case of polarized varieties. More precisely,

Yau conjectures that for any smooth Fano variety X, there is a relationship between

the existence of Kähler-Einstein metrics and the stability of polarized variety (X,K−1
X )
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in some GIT sense. Yau’s conjecture was generalized by Tian and Donaldson. They

develop the notion of K-stability for polarized varieties and conjecture that for a

polarized variety (X,L), the existence of constant scalar curvature Kähler (cscK)

metrics in the class of 2πc1(L) is equivalent to the K-polystability of (X,L). In

([D3]), Donaldson proves the following

Theorem 1.0.2. Let (X,L) be a polarized variety. Assume that Aut(X,L)/C∗ is

discrete. If there exists a constant scalar curvature Kähler metric ω∞ in the class of

2πc1(L), then (X,Lk) admits a balanced metric for k � 0 and the sequence of rescaled

balanced metrics ωk converges to ω∞ in the C∞-norm.

By the earlier result of Zhang ([Zh]), we know that the Chow stability of (X,L) is

equivalent to the existence of balanced metrics on L. Therefore, Donaldson’s theorem

implies that asymptotically Chow stable is a necessary condition for the existence of

cscK metrics. In some sense, this basically proves one direction of Donaldson-Tian-

Yau’s conjecture.

1.1 Space of Fubini-Study metrics

Let X be a compact complex manifold of dimension n and L be a positive line bundle

over X. By Kodaira embedding theorem, for k � 0 we get a sequence of embeddings

ιk : X → P(H0(X,Lk)∗),

such that ι∗kO(1) = Lk. Any hermitian inner product on H0(X,Lk) induces a Fubini-

Study metric on the line bundle O(1) and therefore on the line bundle L. We denote

the space of all such metrics on L by Kk.

Tian proved that any positive metric g on L can be approximated by a sequence

of metrics gk, where gk ∈ Kk. More precisely, he proved the following
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Theorem 1.1.1. Let s(k) = (s
(k)
0 , . . . , s

(k)
Nk

) be an orthonormal basis for H0(X,Lk)

with respect to the following hermitian inner product.

〈s, t〉 =

∫
X

〈s(x), t(x)〉g⊗k

ωg(x)
n

n!
.

Let gk = ι∗
s(k)hFS, where ιs(k) : X → PNk is the Kodaira embedding using the basis s(k).

Then (
gk

) 1
k → g as k →∞,

in C2- topology.

Later Ruan proved the convergence in C∞-topology. A major development re-

garding the behavior of the sequence gk in the statement of the above theorem was

made by fundamental result of Catlin and Zelditch. They show the existence of a

complete asymptotic expansion for the sequence.

Theorem 1.1.2. With the notation of the above theorem, define

ρk(g)(x) =

Nk∑
i=0

|s(k)
i (x)|2g⊗k .

Then there exist functions a0(x), a1(x, ) . . . which such that the following asymptotic

expansion holds in C∞.

ρk(g)(x) ∼ a0k
n + a1k

n−1 + . . . .

Moreover, a0 = 1 and a1 = S(ωg)

2
, where S(ωg) is the scalar curvature of ωg.

The same result holds if we twist Lk with a holomorphic vector bundle.

Mabuchi introduce a functional on the space of positive metrics on a an ample

line bundle L. This functional has the feature that if we restrict it to the space of

Fubini-Study metrics on Lk, its critical points (if there is any) are exactly balanced

metrics. As it mentioned before, by a result of Zhang existence of balanced metric
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on L is equivalent to the Chow stability of the polarized manifold (X,L). In the

case of holomorphic bundle E, there is a similar functional introduced by Donaldson.

If we restrict this functional to the space of Fubini-Study metrics on E, its critical

points are exactly balanced metrics. Again the existence of balanced metric on E

is equivalent to the stability of Gieseker point of E. In this thesis, we introduce a

functional F on the space of positive metrics on E. We define that a metric h on

E is strongly balance if it is a critical point of the restriction of F to the space of

Fubini-Study metrics on E. It is trivial that a strongly balanced metric on E is

balanced in the sense of Wang. Therefore the existence of strongly balanced metric

on E implies the stability of Gieseker point of E. We also find a GIT interpretation

for the restriction of F to the space of Fubini-Study metrics on E (cf. Proposition

3.3.4. ).

1.2 Numerical algorithm to find balanced metrics

As it mentioned before, we can approximate the space of positive metrics on a line

bundle L by the space of Fubini-Study metrics on L coming from high power of L.

Every such a Fubini-Study metric corresponds to a hermitian inner product on the

space of global sections of some power of L. Fix a large integer k. We can define

a map FS from the space of hermitian inner products on H0(X,Lk) to the space of

positive metrics on Lk using Kodaira embedding. On the other, any positive metric

on Lk induces an L2- inner product on the space of sections which we call it Hilb.

Therefore, we obtain a map T = Hilb ◦FS from the space of hermitian inner product

on H0(X,Lk) to itself. It is easy to see that balanced metrics are correspond to fixed

points of T . Starting with a hermitian inner product H on H0(X,Lk), if the sequence

{T l(H)} converges, then the limit must be a fixed point of T and therefore a balnced
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metric. Donaldson mentions that if there exists a unique balanced metric on Lk to

a constant, then the sequence {T l(H)} converges ([D6]). In [Sa], Sano proves the

following.

Theorem 1.2.1. Suppose that Aut(X,L)/C∗ is discrete. If L admits a balanced

metric, then the sequence {T l(H)} converges as l→∞.

Notice that the discreteness of Aut(X,L)/C∗ implies that the balance metric is

unique up to a constant if it exists.

The same picture holds for holomorphic vector bundles. The following is conjec-

tured by Douglas, et. al. in [DKLR].

Theorem 1.2.2. Suppose that E is simple and admits a balanced metric. Then for

any H0 ∈ME, the sequence T r(H0) converges to H∞, where H∞ is a balanced metric

on E.

1.3 Chow stability of ruled manifolds

Prior to the developments discussed in the begining, in ([M]), Morrison proved that

for a rank two vector bundle over a compact Riemann surface, slope stability of the

bundle is equivalent to the Chow stability of the corresponding ruled surface with

respect to certain polarizations.

One of the earliest results in this spirit is the work of Burns and De Bartolomeis

in [BD]. They construct a ruled surface which does not admit any extremal metric

in a certain cohomology class. In [H1], Hong proves that there are constant scalar

curvature Kähler metrics on the projectivization of stable bundles over curves. In [H2]

and [H3], he generalizes this result to higher dimensions with some extra assumptions.

Combining Hong’s results with Donaldson’s, one can see that (PE∗,OPE∗m(n)) is Chow

stable for m,n� 0 when the bundle E is poly-stable and the base manifolds admits
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a constant scalar curvature Kähler metric. Note that it concerns with Chow stability

of (PE∗OPE∗m(n)) for n big enough.

In [RT], Ross and Thomas develop the notion of slope stability for polarized

algebraic manifolds. As one of the applications of their theory, they prove that if

(PE∗,OPE∗(1) ⊗ π∗Lk) is slope semi-stable for k � 0, then E is a slope semi-stable

bundle and (X,L) is a slope semi-stable manifold. For the case of one dimensional

base of genus g ≥ 1, they show stronger results. In this case they prove that if

(PE∗,OPE∗(1)⊗π∗Lk) is slope (semi, poly) stable for some k, then E is a slope (semi,

poly) stable bundle.

In this thesis, We generalize one direction of Morrison’s result to higher rank vector

bundles over compact algebraic manifolds. Let (X,ω) be a compact Kähler manifold

of dimension n and L → X be a polarization for X such that ω ∈ 2πc1(L). Let

E → X be a holomorphic vector bundle over X and π : PE∗ → X be the projection

map. We have proven the following in Section 5.6.

Theorem 1.3.1. ( [S2]) Suppose that Aut(X) is discrete. If E is Mumford slope

stable and X admits a constant scalar curvature Kähler metric in the class of 2πc1(L),

then

(PE∗,OPE∗(1)⊗ π∗Lk)

is Chow stable for k � 0.

Since Chow stability is equivalent to the existence of balanced metrics, in order to

prove Theorem 1.3.1, it suffices to show that (PE∗,OPE∗(1)⊗ π∗Lk) admits balanced

metrics for k � 0. The strategy of the proof is as follows:

First we show that there exists an asymptotic expansion for the Bergman kernel

of (PE∗,OPE∗(1)⊗ π∗Lk)(Theorem 1.3.2). Let σ be a positive hermitian metric on L

such that Ric(σ) = ω. For any hermitian metric g on OPE∗(1), we define the volume
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form dµg,k as follows

dµg,k = k−n
(ωg + kπ∗ω)n+r−1

(n+ r − 1)!
=

n∑
j=0

kj−n
ωn+r−1−j
g

(n+ r − j)!
∧ π∗ωj

j!
,

where ωg = Ric(g). We prove the following in Section 5.4.

Theorem 1.3.2. ( [S2]) Let h be a hermitian metric on E and g be the Fubini-

Study metric on OPE∗(1) induced by the hermitian metric h. Then there exist smooth

endomorphisms Ai ∈ Γ(X,E) such that

ρk(g, ω)([v]) ∼ CrTr
(
λ(v, h)(kn + A1k

n−1 + ...)
)
,

where ρk(g, ω) is the Bergman kernel of H0(PE∗,OPE∗(1)⊗ π∗Lk) with respect to the

L2-inner product L2(g⊗σ⊗k, dµk,g), Cr is a positive constant depends only on the rank

of the vector bundle E and λ(v, h) = 1
||v||2h

v⊗v∗h is an endomorphism of E. Moreover

A1 =
i

2π
ΛF(E,h) −

i

2πr
tr(ΛF(E,h))IE +

(r + 1)

2r
S(ω)IE,

where Λ is the trace operator acting on (1, 1)-forms with respect to the Kähler form

ω.

Finding balanced metrics on OPE∗(1)⊗π∗Lk is basically the same as finding solu-

tions to the equations ρk(g, ω) = Constant. Therefore in order to prove Theorem 1.3.1,

we need to solve the equations ρk(g, ω) = Constant for k � 0. Now if ω has constant

scalar curvature and h satisfies the Hermitian-Einstein equation ΛωF(E,h) = µIE,

then A1(h, ω) is constant. Notice that in order to make A1 constant, existence of

Hermitian-Einstein is not enough. We need the existence of constant scalar curva-

ture Kähler metric as well. The crucial fact is that the linearization of A1 at (h, ω)

is surjective. This enables us to construct formal solutions as power series in k−1

for the equation ρk(g, ω) = Constant. Therefore, for any positive integer q, we can
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construct a sequence of metrics gk on OPE∗(1)⊗ π∗Lk and bases sk = (s
((k))
1 , ..., s

(k)
N )

for H0(PE∗,OPE∗(1)) such that∑
|s(k)
i |2gk

= Constant,∫
PE∗
〈s(k)
i , s

(k)
j 〉gk

dvolgk
= DkI +Mk,

whereDk → 1 as k →∞, andMk is a trace-free hermitian matrix such that ||Mk||op =

o(k−q−1) as k →∞ for big enough positive constant q.

Now the next step is to perturb these almost balanced metrics to get balanced

metrics. As pointed out by Donaldson, the problem of finding balanced metric can

be viewed also as a finite dimensional moment map problem solving the equation

Mk = 0. Indeed, Donaldson shows that Mk is the value of a moment map µD on the

space of ordered bases with the obvious action of SU(N). Now, the problem is to

show that if for some ordered basis s, the value of moment map is very small, then

we can find a basis at which moment map is zero. The standard technique is flowing

down s under the gradient flow of |µD|2 to reach a zero of µD. We need a lower bound

for dµD to guarantee that the flow converges to a zero of the moment map. We do

this by adapting Phong-Sturm proof to our situation ([PS2]).

1.4 Outline

In the second chapter, we give some background in Kähler geometry and geometric

invariant theory. Also, we define and state basic facts about balanced metrics. In

the third chapter, we construct a functional on the space of Fubini-Study metrics

on a very ample holomorphic vector bundle. We show that this functional is convex

along geodesics. We give GIT interpretation of this functional. In Chapter 4, we

define a discrete dynamical system in the space of Fubini-Study metrics on a very

ample holomorphic vector bundle and prove the convergence of the dynamical system
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under the assumption of stability of the Gieseker point of the bundle and simplicity

of the bundle. In Chapter 5, we study projectivization of vector bundle. The main

result of this chapter is Theorem 1.3.1 which gives a sufficient condition for stability

of projectivization with respect to certain polarizations. There are two main steps

for the proof of Theorem 1.3.1. The first step is constructing almost balanced metrics

on the projectivization. In order to construct such metrics, we show an asymptotic

expansions for the Bergman kernel of metrics on the projectivization which come

from the bundle. It is done in Section 5.4. The second step is to perturb these

almost balanced metrics to get balanced metrics. In order to do this, we need some

eigenvalue estimates which is done in Section 5.2. In the last chapter, we give a simple

construction of almost balanced metric in the case of one dimensional base manifold.
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Chapter 2

Background

2.1 Stability of vector bundles

Let X be a compact complex manifold of complex dimension m. A positive-definite

(1, 1)-form ω on X is called Kähler if dω = 0. Let E be a holomorphic vector bundle

on X of rank r. We define the ω-degree of E by

deg(E) =

∫
X

c1(E) ∧ ωn−1,

and ω-slope of E by

µ(E) = degree(E)/rk(E).

Notice that if the complex dimension of X is one, then the degree(E) and µ(E) do

not depend on the choice of Kähler metric ω.

Definition 2.1.1. A vector bundle E is called Mumford-Takemoto stable (semistable

respectively) if for any coherent subsheaf F of E satisfying 0 < rk(F ) < rk(E), we

have µ(F) < µ(E) (µ(F) ≤ µ(E) respectively). E is called polystable if E is the

direct sum of stable vector bundles with the same slope.

There is a differential geometric interpretation for stability of vector bundles
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known as the Hitchin-Kobayashi correspondence. We start with the definition of

Hermitian-Einstein metric.

Definition 2.1.2. A hermitian metric h on E is called Hermitian-Einstein if

ΛωF(E,h) = µIE,

where Λω is the contraction of (1, 1)-form with respect to the Kähler form ω and F(E,h)

is the curvature of Chern connection on (E, h).

The following is called the Hitchin-Kobayashi correspondence.

Theorem 2.1.3. Let (X,ω) be a compact Kähler manifold and E → X be a holo-

morphic vector bundle. Then E is Mumford poly-stable if and only if E admits a

Hermitian-Einstein metric.

Another notion of stability for vector bundles is due to Gieseker.

Definition 2.1.4. Let (X,L) be a polarized manifold. A coherent sheaf E on X is

called Gieseker stable(resp. semistable ) if for any proper coherent subsheaf F of E

and k � 0, we have

h0(F ⊗ Lk)

rank(F)
<
h0(E ⊗ Lk)

rank(E)
(≤ respectively ).

2.2 Geometric invariant theory

This section gives some background on GIT. The goal of GIT is constructing quotient

spaces X/G when an algebraic group G acts on projective variety X. In order to

obtain a ”nice” quotient space, one needs to through out ”bad locus” of X. More

precisely, we need to take the quotient on the semi stable locus of X denoted by

Xss. We will give the definition of stability in the case X = PV , where V is a

complex vector space. Let an algebraic group G acts on PV via a linear representation

ρ : G→ GL(V ). Therefore, we can lift the action of G to V .

13



Definition 2.2.1. Let x ∈ PV and x̂ ∈ V be a nonzero lift of x.

• x is called stable if the orbit G.x̂ is closed in V and the stabilizer of x is finite.

• x is called poly-stable if the orbit G.x̂ is closed in V

• x is called semi stable if {0} " G.x̂.

In order to check that whether an element x ∈ PV is stable, one needs to study

the whole orbit G.x̂ which can be quite complicated. There is a numerical criteria

known as Hilbert-Mumford criterion to check the stability condition. First, we need

to introduce the concept of one parameter subgroup and corresponded weight to it.

Definition 2.2.2. A one parameter subgroup of G is a nontrivial algebraic homo-

morphism λ : C∗ → G. Let x ∈ PV . Therefore x0 = lim
t→0

λ(t)x exists and is a fixed

point for the action of λ(t). Let x̂0 be a nonzero lift of x0 to V . Then there exists a

real number w(x, λ) so that

λ(t)x̂0 = t−w(x,λ)x̂0.

We have the following

Theorem 2.2.3. Let x ∈ PV .

• x is stable iff w(x, λ) > 0 for any one parameter subgroup λ of G.

• x is semistable iff w(x, λ) ≥ 0 for any one parameter subgroup λ of G.

• x is polystable iff w(x, λ) ≥ 0 for any one parameter subgroup λ of G and

equality holds only if λ fixes x.

One of the main applications of GIT is to form moduli spaces of varieties and

vector bundles.

14



2.2.1 Gieseker point

Let E be a very ample vector bundle over a polarised algebraic manifold (X,OX(1)).

We have a natural map

T :
r∧
H0(X,E) → H0(X, det(E)),

which for any s1, ..., sr in H0(X,E) is defined by

T (s1 ∧ ... ∧ sr)(x) = s1(x) ∧ ... ∧ sr(x).

Since E is globally generated T is surjective. The image of T in P(hom(
∧rH0(X,E), H0(X, det(E)))

is called the Gieseker point of E.

The following is proven by Gieseker:

Theorem 2.2.4. The bundle E is Gieseker stable (semistable respectively) iff the

Giseker point of E(k) is stable (semistable respectively) with respect to the action of

SL(H0(X,E(k))) for k � 0.

2.2.2 Chow point

Let X ⊆ PN be a smooth variety of dimension m and degree d. Define

Z = {P ∈ Gr(N −m− 1,PN) | P
⋂

X 6= ∅}.

One can see that Z is a hypersurface in the Grassmannian Gr(N − m − 1,PN) of

degree d. Therefore, there exists RX ∈ H0(Gr(N − m − 1,PN),O(d)) such that

Z = {Rx = 0}. The section RX is called the Chow form of X and X is called Chow

stable (semistable) if [RX ] ∈ PH0(Gr(N − m − 1,PN),O(d)) is stable (semistable)

under the action of SL(N + 1,C). Let (X,OX(1)) be a polarized variety. Let m be a

positive integer such that OX(m)) is very ample. Then (X,OX(m)) is called Chow

stable if the image of X under the Kodaira embedding

ι : X → P(H0(X,OX(m))∗)
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is Chow stable.

2.3 Balanced metrics on vector bundles

As above, let (X,ω) be a Kähler manifold and E a very ample holomorphic vector

bundle on X. Using global sections of E, we can map X into the Grassmannian

Gr(r,H0(X,E)∗). Indeed, for any x ∈ X, we have the evaluation map H0(X,E) →

Ex, which sends s to s(x). Since E is globally generated, this map is a surjection.

So its dual is an inclusion of E∗
x ↪→ H0(X,E)∗, which determines a r-dimensional

subspace of H0(X,E)∗. Therefore we get an embedding i : X ↪→ Gr(r,H0(X,E)∗).

Clearly we have i∗Ur = E∗, where Ur is the tautological vector bundle onG(r,H0(X,E)∗),

i.e. at any r-plane in G(r,H0(X,E)∗), the fibre of Ur is exactly that r-plane. A

choice of basis for H0(X,E) gives an isomorphism between Gr(r,H0(X,E)∗) and the

standard Gr(r,N), where N = dimH0(X,E). We have the standard Fubini-Study

hermitian metric on Ur, so we can pull it back to E and get a hermitian metric on

E. Using i∗hFS and ω, we get an L2 inner product on H0(X,E).

Definition 2.3.1. The embedding is called balanced if
∫
X
〈si, sj〉 ω

n

n!
= Cδij, for some

constant C which is determined by X and E.

One can view the balanced condition as a fixed point of some map on the space

of Fubini-Study metrics. Let K and M be the space of Hermitian metrics on E and

Hermitian inner products on H0(X,E), respectively. Following Donaldson ([D2]), one

defines the following maps

•

Hilb : K →M, h 7→ Hilb(h)

〈s, t〉Hilb(h) =
N

V r

∫
〈s(x), t(x)〉h

ωn

n!
,
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where N = dim(H0(X,E)) and V = Vol(X,ω). Note that Hilb only depends

on the volume form ωn/n!.

• For the metric H ∈ M , FS(H) is the unique metric on E such that
∑
si ⊗

s
∗FS(H)

i = I, where s1, ..., sN is an orthonormal basis for H0(X,E) with respect

to H. This gives the map FS : M → K.

• Define

T : M →M

T (H) = Hilb ◦ FS(H). This map T is called the generalized T -operator in

[DKLR].

It is easy to see that a metric h is balanced if and only if Hilb(h) is a fixed point

of the map T .

The following describes the balanced condition in terms of Gieseker stability.

Theorem 2.3.2. (?) Let E be a holomorphic vector bundle over a polarized manifold

(X,OX(1)). Then E is Gieseker polystable if and only if there is a positive integer

m0 such that for any integer m ≥ m0, E ⊗OX(m) admits a balanced metric.

Fixing a nonzero element Θ ∈
∧N H0(X,E), we can define the determinant of

any element in M . Thus we can define a map

log det : M → R.

A different choice of Θ only changes this map by an additive constant.

Also, we define a functional I : K → R again unique up to an additive constant.

Fix a background metric h0. For a path ht = eφth0 in K,

(2.1)
dI

dt
=

∫
X

tr(φ̇) dVolω
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This functional is a part of Donaldson’s functional independent the path. We define:

(2.2) Z = −I ◦ FS : M → R

We have the following scaling identities:

Hilb(eαh) = eαHilb(h),

FS(eαh) = eαFS(h),

I(eαh) = I(h) + αrV,

where α is a real number.

Following Donaldson, define:

(2.3) Z̃ = Z +
rV

N
log det .

So Z̃ is invariant under constant scaling of the metric.

This functional Z is studied by Wang in [W1] and Phong and Sturm in [PS]. They

consider this as a functional on SL(N)/SU(N). In order to see this, we observe that

there is a correspondence between M and GL(N)/U(N). Fix an element H0 ∈ M

and an orthonormal basis s1, ..., sN for H0(X,E) with respect to H0. Now for any

H ∈ M we assign [H(si, sj)] ∈ GL(N). Notice that a change of the orthonormal

basis only changes this matrix by multiplication by elements of U(N). So we get a

well-defined element of GL(N)/U(N). The subset

M0 = {H ∈M | det[H(si, sj)] = 1}

corresponds to SL(N)/SU(N).

Recall the definition of the Gieseker point of the bundle E.

T (E) :
r∧
H0(X,E) → H0(X, det(E)).

18



Notice that fixing a basis for H0(X,E) gives an isomorphism between
∧rH0(X,E)

and
∧r CN . Hence, there is a natural action ofGL(N) on Hom(

∧rH0(X,E), H0(X, det(E))).

Phong-Sturm ([PS]) and Wang ([W1]) prove that Z is convex along geodesics of

SL(N)/SU(N) and its critical points are corresponding to balanced metrics on E.

Phong and Sturm prove the following

Theorem 2.3.3. ([PS, Theorem 2]) There exists a SU(N)- invariant norm ||.|| on

Hom(
∧rH0(X,E), H0(X, det(E))) such that for any σ ∈ SL(N)

Z(σ) = log
||σ.T (E)||2

||T (E)||2

Theorem 2.3.4. ([W1, Lemma 3.5], [PS, Lemma 2.2]) The functional Z is convex

along geodesics of M .

The Kempf-Ness theorem ([KN]) shows that Z is proper and bounded from below

if T (E) is stable under the action of SL(N).

The following is an immediate consequence of the above theorem and the fact that

balanced metrics are critical points of Z. Also notice that Z̃ is invariant under the

scaling of a metric by a positive real number.

Theorem 2.3.5. Assume that H0 is a balanced metric on E. Then Z̃|M0 is proper

and bounded from below. Moreover Z̃(H) ≥ Z̃(H0) for any H ∈M .

Lemma 2.3.6. For any H ∈M , we have

Tr(T (H)H−1) = N

Proof. Let h = FS(H) and let s1, ..., sN be an H-orthonormal basis. We have,∑
si ⊗ s∗h

i = I

Therefore,

r = Tr
( ∑

si ⊗ s∗h
i

)
=

∑
|si|2h.
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Integrating the above equation implies the result.

Lemma 2.3.7. For any H ∈M ,

• Z(H) ≥ Z(T (H)).

• log det(H) ≥ log det(T (H)).

• Z̃(H) ≥ Z̃(T (H)).

Proof. Put h = FS(H) , H ′ = Hilb ◦ FS(H) and h′ = FS(H ′) = eϕh. Let s1, ..., sN

be an H ′-orthonormal basis. We have,

∑
si ⊗ s∗h

i = e−ϕ.

Hence, ∫
X

tr(−ϕ) =

∫
X

log det(e−ϕ) ≤
∫
X

log
(tr(e−ϕ)

r

)r

= r

∫
X

log(tr(e−ϕ))− rV log r ≤ rV log
( 1

V

∫
X

tr(e−ϕ)
)
− rV log r

= rV log
( 1

V

∫
X

∑
|si|2h

)
− rV log r = 0

This shows the first inequality. For the second one, Lemma 2.3.6 implies that

tr(H ′H−1) = N . Using the arithmetic -geometric mean inequality, we get

det(H ′H−1)
1
N ≤ tr(H ′H−1)

N
= 1.

This implies that log det(H ′H−1) ≤ 0. The third inequality is obtained by summing

up the first two.
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A holomorphic vector bundle E is called simple if Aut(E) ' C∗. We will need the

following

Lemma 2.3.8. Suppose that E is simple and admits a balanced metric. Then the

balanced metric is unique up to a positive constant.

Proof. Since det(H)−1/NH ∈M0 for any H ∈M , it suffices to prove that a balanced

metric in M0 is unique. Let H∞ ∈M0 be a balanced metric on E and s1, ..., sN be an

orthonormal basis of H0(X,E) with respect to H∞. This basis gives an embedding

ι : X → Gr(r,N) such that ι∗Ur = E, where Ur → Gr(r,N) is the universal bundle

over the Grassmannian. Assume that H is another element of M0. Therefore, there

exists an element a ∈ su(N) such that eia.H∞ = H. Then {eita} gives a one parameter

family of automorphism of (Gr(r,N), Ur) and therefore a one parameter family in

Aut(X,E). From lemma 3.5 in [?], we have

(2.4)
d2

dt2
Z(eita) =

∫
ι(X)

||ã||2dvolX ,

where ã is the vector field on Gr(r,N) generated by the infinitesimal action of a and

||ã|| is the Fubini-Study norm of ã. Suppose that H is a balanced metric. Therefore

it is a minimum for the functional Z. This implies that

d2

dt2
Z(eita) = 0,

and hence by (5.12) that ã
∣∣
ι(X)

≡ 0. This implies that the one parameter family {eita}

fixes ι(X) pointwise and therefore it induces a one parameter family of endomorphisms

of E. By the simplicity of E, this induced map must be a constant scalar of identity.

Since it also has determinant 1, this concludes the proof.
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2.4 Balanced metrics on manifolds

Let X be a compact Kähler manifold of dimension n and OX(1) → Y be a very

ample line bundle on X. Since O(1) is very ample, using global sections of OX(1),

we can embed X into P(H0(X,OX(1))∗). A choice of ordered basis s = (s1, ..., sN)

of H0(X,OX(1)) gives an isomorphism between P(H0(X,OX(1))∗) and PN−1. Hence

for any such s, we have an embedding ιs : X ↪→ PN−1 such that ι∗sOPN (1) = OX(1).

Using ιs, we can pull back the Fubini-Study metric and Kähler form of the projective

space to O(1) and X respectively.

Definition 2.4.1. An embedding ιs is called balanced if∫
X

〈si, sj〉ι∗shFS

ιsωFS

n!
=
V

N
δij,

where V =
∫
Y

ωn
0

n!
. A hermitian metric(respectively a Kähler form) is called balanced

if it is the pull back ι∗shFS (respectively ι∗sωFS) where ιs is a balanced embedding.

2.5 Some basics of ruled manifolds

Let V be a hermitian vector space of dimension r.

Definition 2.5.1. There is a natural isomorphismˆ: V → H0(PV ∗,OPV ∗(1)), which

sends v ∈ V to v̂ ∈ H0(PV ∗,OPV ∗(1)) so that for any f ∈ V ∗, v̂(f) = f(v). Therefore,

any hermitian product h on V defines a metric ĥ on H0(PV ∗,OPV ∗(1)). Indeed, for

any f ∈ V ∗ and v, w ∈ V , we define

(2.5) ĥ(v̂([f ]), ŵ([f ])) =
f(v)f(w)

h(f, f)
.

Lemma 2.5.2. For any v, w ∈ V , we have

(2.6) 〈v, w〉 = Cn

∫
PV ∗

< v̂, ŵ >
ωr−1
FS

(r − 1)!
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where Cr is a constant defined by

(2.7) Cr =

∫
Cr−1

dξ ∧ dξ
(1 +

∑r−1
j=1 |ξj|2)r+1

.

Here dξ ∧ dξ = (
√
−1dξ1 ∧ dξ1) ∧ · · · ∧ (

√
−1dξr−1 ∧ dξr−1).

Proof. Let e0, ..., er be an orthogonal basis for V . So for any ei, we get a section

êi ∈ H0(PV ∗,OPV ∗(1)). For f ∈ V ∗, we can write f =
∑
wje

∗
j . By definition, we

have |êi|2[f ] = |f(ei)|2
|f |2 . Then,∫

PV ∗
|êi|2[f ] d[f ] =

∫
|f(ei)|2∑
|wj|2

d[f ] =

∫
PV ∗

|wi|2∑
|wj|2

dVol = cn.

This number is independent of i and only depends on n = dim PV ∗. Also one can

check that for i 6= j, we have∫
PV ∗
〈êi, êj〉[f ] =

∫
PV ∗

wiw̄j∑
|wj|2

dVol = 0.

Similar to the case of vector spaces, we have the natural isomorphismH0(PE∗,OPE∗(1)) =

H0(X,E).

Also, for any Hermitian metric h on E, we have a Hermitian metric ĥ on OPE∗(1).

For any metric H inME, we can naturally define a metric j(H) on H0(PE∗,OPE∗(1)).

Indeed, for any s, t ∈ H0(X,E), we define

H(s, t) = j(H)(ŝ, t̂).

Theorem 2.5.3. For any H in ME, We have

F̂S(H) = FS(j(H)).

Proof. Let Ĥ := j(H) and h := FS(H). Also we will use ||.|| to denote i(h). Let

s1, ..., sN be an orthonormal basis for H0(X,E) with respect to H, and let ŝ1, ..., ŝN
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be the corresponding basis for H0(PE∗,OPE∗(1)). By definition of Ĥ, ŝ1, ..., ŝN is an

orthonormal basis for H0(PE∗,OPE∗(1)). Thus, we have

∑
|ŝi|FS(Ĥ) = 1

and ∑
si ⊗ s

∗FS(H)

i = I.

Let e1, ..., er be a local orthonormal frame for E with respect to h and e∗1, ..., e
∗
r be

its dual basis. Also let ê1, ..., êr be the corresponding local sections for OPE∗(1). For

e ∈ E we have

||ê||2[e∗i ] = |〈e∗i , e > |2 = |e∗i (e)|2.

Therefore, for any v∗ ∈ E∗, where v∗ =
∑
λie

∗
i , we have

||ê||2[∑λie∗i ] =

∑
|λi|2|〈ei, e > |2∑

|λi|2
.

Writing s1, ..., sN in terms of the local frame, we have si =
∑
aijej. We denote the

matrix [aij] by A. Notice

∑
si ⊗ s

∗FS(H)

i = I if and only if A∗A = I.

We also have

||ŝi||2e∗k = |〈si, ek > |2 = |〈
∑

aijej, ek〉|2 = |aik|2.

Summing them, we get

∑
||ŝi||2e∗k =

∑
|aik|2 =

∑
aikāik = (A∗A)k,k = 1.

As above, let v∗ =
∑
λie

∗
i . Without loss of generality we can assume ‖v∗‖ = 1. Thus

we have

‖ŝi‖2
v∗ =

∑
|λk|2|aik|2,
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then we get

∑
‖ŝi‖2

v∗ =
∑ ∑

|λk|2|aik|2 =
∑

|λk|2
∑

|aik|2 =
∑

|λk|2 = ‖v∗‖2 = 1.

Since the identity
∑
|ŝi|FS(Ĥ) = 1 determines FS(Ĥ) uniquely, we conclude that

FS(Ĥ) = i(FS(H)).
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Chapter 3

A functional on the space of

Fubini-Study metrics

3.1 Definitions

Let (X,ω) be a projective Kähler manifold and E be a holomorphic vector bundle

on X. We also assume that E is very ample, so in particular any fibre is generated

by global sections of E. Since E is globally generated, using global sections of E, we

can embed X into G(r,H0(X,E)∗). Indeed, for any x ∈ X, we have the evaluation

map H0(X,E) → Ex, which sends s to s(x). Since E is globally generated, this map

is a surjection. So its dual is an inclusion of E∗
x ↪→ H0(X,E)∗, which determines

a r-dimensional subspace of H0(X,E)∗. Therefore we get an embedding i : X ↪→

G(r,H0(X,E)∗). Clearly we have i∗Ur = E∗, where Ur is the tautological vector

bundle on G(r,H0(X,E)∗), i.e. at any r-plane in G(r,H0(X,E)∗), the fibre of Ur is

exactly that r-plane. A choice of basis for H0(X,E) gives an isomorphism between

G(r,H0(X,E)∗) and the standard G(r,N), where N = dimH0(X,E). We have the

standard Fubini-Study hermitian metric on Ur, so we can pull it back to E and
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get a hermitian metric on E. Also, since X is a smooth subvariety of G(r,N), the

restriction of the Fubini-Study Kähler form of G(r,N) to X is a Kähler form. Using

i∗hFS and ωFS|X , we get an L2 inner product on H0(X,E). The embedding is called

balanced if
∫
X
〈si, sj〉ωnFS = Cδij.

We can also define another kind of balanced embedding by fixing some Kähler form

ω on X. More precisely, we call the embedding ω-balanced if
∫
X
〈si, sj〉ωn = Cδij.

Note that in the definition of strongly balanced embedding we do not need to fix

Kähler form on X, but being ω- balanced depends on the choice of Kähler form, or

more precisely on the volume form of the Kähler form. We are going to phrase the

above discussion in slightly different langauge.

Let h be a hermitian metric on E. We define a (1, 1)-form ωh on X by ωh =

∂∂̄ log det(h). For any bundle endomorphism Φ, we have

(3.1) ωeΦh = ωh + ∂∂̄tr(Φ).

We let KE be the space of all hermitian metrics h on E, with the property that ωh is

positive and we let ME be the space of hermitian inner products on H0(X,E). We

will construct the following

• Given h in K, we define a hermitian inner product Hilb(h) on H0(X,E) by

〈s, t〉Hilb(h) =
N

V r

∫
〈s(x), t(x)〉hdV olh,

where N = dim(H0(X,E)) , dV olh =
ωn

h

n!
and V = Vol(X, h). In this way we

get a map Hilb : K →M.

Note that if E is a line bundle, then the map Hilb becomes the usual map defined

by Donaldson. We have the following definition.

Definition 3.1.1. A metric h on E is called strongly balanced if FS ◦ Hilb(h) = h.
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Recall the definition of TE the Gieseker point of E. For simplicity through this

chapter we denote it by T . After possibly tensoring by a high power of an ample line

bundle, we may assume T is surjective. This implies that

T ∗ : H0(X, det(E))∗ →
r∧
H0(X,E)∗

is injective. Let m be a positive number. One can construct in a similar way

(3.2) T (m) : Sm
r∧
H0(X,E) → H0(X, (det(E))⊗m).

This gives the inclusion

(T (m))∗ : H0(X, (det(E))⊗m)∗ ↪→ Sm
r∧
H0(X,E)∗.

Definition 3.1.2. The map (T (m))∗ and an inner product H on H0(X,E) induce a

hermitian inner product T (m)(H) on H0(X, (det(E))⊗m).

Since E is very ample, we have the following embeddings:

• Using global sections of E, we can embed X into G(r,H0(X,E)∗). Indeed, we

get an embedding f : X ↪→ G(r,H0(X,E)∗), where f(x) is the r-dimensional

subspace of H0(X,E)∗ defined by

H0(X,E) → Ex → 0.

• Using global sections of (det(E))m, we can embedX into P(H0(X, (det(E))m)∗).

This embedding,

jm : X ↪→ P(H0(X, (det(E))m)∗),

is defined by

H0(X, (det(E))m)∗ → ((det(E))m)x → 0.
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• We have the embedding X ↪→ P(
∧rH0(X,E)∗), x 7→ i(x) defined by

i(x)(s1 ∧ ... ∧ sr) = [s1(x) ∧ ... ∧ sr(x)]

for any s1, ..., sr ∈ H0(X,E).

• Using global sections of O(m) on P(
∧rH0(X,E)∗), we have the embedding

P(
r∧
H0(X,E)∗) ↪→ P(Sm

r∧
H0(X,E)∗).

Composing this with i, we get the embedding

im : X ↪→ P(Sm
r∧
H0(X,E)∗).

We have the following lemma:

Lemma 3.1.3. • (T (m))∗ ◦ jm = im

• pl ◦ f = i, where pl : G(r,H0(X,E)∗) ↪→ P(
∧rH0(X,E)∗) is the Plucker

embedding.

Proof. Let x ∈ X, s
(i)
1 , ..., s

(i)
r ∈ H0(X,E) and Xi = s

(i)
1 ∧ ... ∧ s(i)

r . Then we have

(T (m))∗(jm(x))(X1...Xm) = jm(x)(T (m)(X1...Xm))

= jm(x)(T (X1)....T (Xm))) = jm(x)((s
(1)
1 ∧ .... ∧ s(1)

r )...(s
(m)
1 ∧ .... ∧ s(mi)

r ))

= [(s
(1)
1 (x) ∧ ... ∧ s(1)

r (x))⊗ ...(s
(m)
1 (x) ∧ ... ∧ s(m)

r (x))] = im(x)(X1...Xr)

The second part is obvious from the definitions.
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We also have the following:

Proposition 3.1.4. For any metric H on H0(X,E), we have

det(FS(H))⊗m = FS(Tm(H)).

Proof. The metric H on H0(X,E) induces a Fubini-Study metric hGrFS on Ur →

G(r,H0(X,E)∗) and a Fubini-Study metric hFS on O(1) → P(
∧rH0(X,E)∗). The

latter metric induces a metric hFS,m on O(1) → P(Sm
∧rH0(X,E)∗). Therefore,

pl∗hFS = det(hGrFS), v
∗
mhFS,m = h⊗mFS ,

Where

vm : P(
r∧
H0(X,E)∗) → P(Sm

r∧
H0(X,E)∗)

is the Veronese embedding. By definition, we have FS(H) = f ∗hGrFS. Therefore we

have

(det(FS(H)))⊗m = (det(f ∗hGrFS))
⊗m = (f ∗ det(hGrFS))

⊗m

= f ∗pl∗h⊗mFS = f ∗pl∗v∗mhFS,m = (vm ◦ pl ◦ f)∗hFS,m

= (vm ◦ i)∗hFS,m = i∗mhFS,m = j∗m((Tm)∗))∗hFS.

On the other hand Tm(H) induces a FS metric h′FS = ((Tm)∗)∗hFS,m on P(H0(X, det(E)⊗m)∗).

By definition, FS(Tm(H)) = j∗mh
′
FS.

We fix a metric H0 on H0(X,E), an orthogonal basis s1, ..., sN for H0(X,E) with

respect to H0 and an orthonormal basis t1, ..., tk for H0(X, det(E)) with respect to

T (H0). We can write T as

T =
∑

Tα ⊗ tα,

where

Tα = T ∗(t∗α) =
∑

i1<...<ir

aαi1,...,irs
∗
i1
∧ ... ∧ s∗ir .
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Hence, we have

(3.3)
k∧
T :

k∧
(
r∧
H0(X,E)) →

k∧
H0(X, det(E)) ' C.

So
∧k T can be viewed as an element of

∧k(
∧rH0(X,E)∗). We note that any

inner product on H0(X,E) induces an inner product on
∧k(

∧rH0(X,E)∗).

Proposition 3.1.5. For any inner product H on H0(X,E), we have

det(T (H)) = ||
k∧
T ||2H ,

where det(T (H)) := det(〈ti, tj〉T (H)).

Proof. We have

〈t∗α, t∗β〉T (H)∗ = 〈T ∗(t∗α), T ∗(t∗β)〉Hα = 〈Tα, Tβ〉H∗ .

So we have

log det(T (H)∗) = log det〈Tα, Tβ〉H ,

which gives the following

log det(T (H)) = − log det〈Tα, Tβ〉H .

The conclusion follows from the following general linear algebra fact:

Lemma 3.1.6. Let V and W be vector spaces of dimension N and k, respectively. Let

A be a linear map from V to W . Fixing a basis w1, ..., wk, we can write A =
∑
Ai⊗wi,

where Ai ∈ V ∗. Then for any inner product 〈, 〉 on V , we have

det(〈Ai, Aj〉) = ||
k∧
A||2.

Similarly, if we fix an orthonormal basis t1, ..., tp(m) for H0(X, det(E)⊗m), we can

prove the following:
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Proposition 3.1.7. For any inner product H on H0(X,E), we have

det(T (m)(H)) = ||
p(m)∧

Tm||2H ,

where det(Tm(H)) := det(〈ti, tj〉Tm(H)).

3.2 Existence of strongly balanced metrics

The goal of this section is proving the following theorem:

Theorem 3.2.1. Let X be a compact Riemann surface. If (X, (detE)⊗m) is Chow

semistable for some sufficiently large m and E is stable, then E admits a strongly

balanced metric.

In order to prove the above theorem, first we prove theorem 3.2.6. A natural

question arising from theorem 3.2.6 regards sufficient conditions for the stability of

the point
∧p(m) T (m). Gieseker and Morrison proved that for rank two vector bundles

on a smooth curve, the stability of E implies the stability of the point
∧p(m) T (m) for

m � 0. Later Schmitt generalized their theorem to higher rank vector bundles over

smooth curves. Theorem 3.2.6 combined with Gieseker, Morrison and Schmitt results

imply theorem 3.2.1. Thus, in the remainder of this section we proceed by proving

theorem 3.2.6.

Let L be a holomorphic line bundle over X. We introduce there is a unique

functional I : KL → R defined using the variational formula,

(3.4)
d

dt
I(g(t)) =

1

V

∫
X

ϕ̇(t) dV olgt ,

where gt = eϕtg0 is a smooth path in KL. This functioanl is defined up to a constant

which can be fixed by fixing the metric g0 in KL. This functional is analogue of

functionals defined by Donaldson and Mabuchi.
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Let E be a holomorphic vector bundle of rank r on X. For any hermitian metric

h on E, we have a hermitian metric det(h) on det(E). Obviously, for any h ∈ KE,

we have det(h) ∈ Kdet(E). Now we can define a functional F : KE → R, unique up to

a constant, which is defined using the following variational formula:

(3.5)
d

dt
F (ht) =

1

V

∫
X

Tr(φ̇(t)) dV olht ,

where ht = eφ(t)h0 is a smooth path in KE . Therefore, since the functional I is

well-defined, then the functional F is well defined on KE. We now define the function

L : KE → R by

L(H) = −F ◦ FS(H).

Lemma 3.2.2. 1)Let Ht = etδHH be a path in M. where δH is a hermitian matrix.

We have:

d

dt

∣∣∣
t=0
L(Ht) =

∫
X

Tr(δH[〈si, sj〉FS(H)])dµFS(H),

where s1, ..., sN is an orthonormal basis for H0(X,E) with respect to H

2)The functional L is convex along geodesics in ME.

Proof. Let s1(t), ..., sN(t) be an orthonormal basis of H0(X,E) with respect to Ht.

Thus, we have

δij = 〈si(t), sj(t)〉FS(Ht) = 〈etδHsi(t), sj(t)〉FS(H).

Differentiating it with resect to t at t = 0, we get

〈δHsi, sj〉FS(H) + 〈s′i(o), sj〉FS(H) + 〈si, s′j(0)〉FS(H) = 0,

which implies δH = D + D∗, where D is defined by s′i(0) =
∑
dijsj. On the other

hand, by the definition of FS(Ht), we have

∑
si(t)⊗ si(t)

FS(Ht) = Id.
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It implies for any v in E, we have

v =
∑

〈v, si(t)〉FS(Ht)si(t) =
∑

〈eφtv, si(t)〉FS(H)si(t),

where φt is defined by FS(Ht) = eφtFS(H).

Again differentiating the above equation with resect to t at t = 0, we obtain

∑
〈φ̇v, si〉FS(H)si +

∑
〈v, s′i(0)〉FS(H)si +

∑
〈v, si〉FS(H)s

′
i(0) = 0,

which gives

φ̇v = −
∑

〈v, s′i(0)〉FS(H)si −
∑

〈v, si〉FS(H)s
′
i(0)

=
∑

dij〈v, sj〉FS(H)si −
∑

dij〈v, si〉FS(H)sj

= −
∑

(δH)ij〈v, si〉FS(H)sj.

Let e1, .., er be an orthonormal frame for E with respect to h0 = FS(H). The matrix

AA∗ is 〈si, sj〉FS(H) we can write

si =
∑

aijej.

Therefore, we get

φ̇ep = −
∑

(δH)ijaipajqeq

So the matrix of φ̇ in the local frame e1, .., er is given byA∗δHA. So, we have

tr(φ̇) = tr(A∗δHA) = tr(δHAA∗).

This proves the first part.

Corollary 3.2.3. H is a critical point of L if and only if it is strongly balanced.

As above we have fixed the metric H0 on H0(X,E), so we have the metric T (H0)

on H0(X, det(E)) and det(FS(H0)) on det(E). Let t1, ..., tk be an orthonormal basis
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for H0(X, det(E)) with respect to T (H0). Using this, we can define log det : M→ R

and I : Kdet(E) → R. We recall that the functional I is defined using the following

variational property:

dI

dt
=

∫
X

ϕ̇ ωnϕ,

where gt = eϕt det(h0) is a path in Kdet(E). Now we define the functional Z onMdet(E)

by

(3.6) Z = −I ◦ FS, Z̃ = Z +
V

k
log det

In the rest of this section, we relate the functional Z̃ to the functional L from the

previous section.

Proposition 3.2.4.

Z̃(T (H)) = L(H)− V

k
log ||

k∧
T ||2H .

Proof.

Z̃(T (H)) = Z(T (H)) +
V

k
log det(T (H))

= −I(FS(T (H))) +
V

k
log det(T (H))

= −I(detFS(H)) +
V

k
log det(T (H))

= L(H)− V

k
log ||

k∧
T ||2H .

Similarly we can prove the following:

Proposition 3.2.5.

Z̃m(T (m)(H)) = L(H)− V

p(m)
log ||

p(m)∧
T (m)||2H ,

where Z̃m is the related functional on M(detE)⊗m and p(m) = h0((detE)⊗m).
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Now we can prove the following

Theorem 3.2.6. If (X, (detE)⊗m) is Chow semistable and the point
∧p(m) T (m) is

stable under the action of SL(Ho(X,E)), then E admits a strongly balanced metric.

Proof. Since (X, (detE)⊗m) is Chow semi-stable, we have that Z̃m is bounded from

below. Using the Kempf-Ness theorem,[KN], the stability of the point
∧p(m) T (m)

implies that the function V : SL(N)
SU(N)

→ R, defined by V (σ) = log ||
∧p(m) σT (m)||2H0

, is

proper and bounded from below. On the other hand, we can see that

||
p(m)∧

σT (m)||2H0
= ||

p(m)∧
T (m)||2σH0

,

which implies log ||
∧p(m) T (m)||2H is proper and bounded from below. So the formula

Z̃m(T (m)(H)) = L(H)− V

p(m)
log ||

p(m)∧
T (m)||2H

implies that L is proper and bounded from below. Therefore, L has a critical point

which is a strongly balanced metric.

3.3 Convexity of the functional L

In this section we follow Donaldson [D4]. Our proof is essentially Donaldson’s proof

with some very minor modifications. Let L be a line bundle and X be a Kähler

manifold. Assume E is very ample. Let A = {s0, ..., sN} such that it contains a basis

for H0(X,L). Using A, we can embed X into CPN . Let h be the FS metric on L and

let ω be the pull back of the FS Kähler form on X. We have∑
|si|2h = 1.

Following Donaldson, we denote the following pairings by (., .)

T ∗X × (T ∗X ⊗ L) → T ∗X
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L× (T ∗X ⊗ L) → T ∗X

T ∗X × T ∗X → R

L× L→ R,

which are obtained by using h and ω.

Lemma 3.3.1. For any function f on X we have

|∇f |2 = 2
∑

|(∇f,∇si)|2h.

Proof. Assume at the point x, we have s0 6= 0 and ∇s0 = 0. We can find local

holomorphic functions near x so that si = fis0. We have

|s0|2 = (1 +
∑

|fi|2)−1,

and

ω =

√
−1

2π
∂∂̄ log(1 +

∑
|fi|2)−1.

Thus, at the point x, we have

ω =

√
−1

2π

∑
∂fi ∧ ∂fi.

Now for the function f , we can write

∂f =
∑

gi∂fi.

So,

(∇f,∇si) = trω(∂f ∧ ∂fi)s0.

At the point x, we have

trω(∂f ∧ ∂fi) = trω(
∑

∂fαgα ∧ ∂fi) = gα.

Hence, at the point x, we have∑
|(∇f,∇si)|2h =

∑
|gi|2|s0|2h =

|∇f |2

(1 +
∑
|fi|2)

|s0|2h = |∇f |2.
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We are ready to prove the convexity of functional L.

Let Ht be a geodesic in ME. One can find an orthonormal basis s1, ..., sN for

H0(X,E) with respect to H0 so that

Ht(sα, sβ) = δαβe
λαt.

So e
−λ1

2
ts1, ..., e

−λN
2

tsN is an orthonormal basis with respect to Ht. We let ht =

FS(Ht) = eφth0.

Thus, we have ∑
e−λisi ⊗ s

∗ht
i = Id.

Since ht = eφth0, we get

e−φt =
∑

e−λitsi ⊗ s
∗h0
i .

Taking the determinant and log gives

tr(−φt) = log det (
∑

e−λitsi ⊗ s
∗h0
i ).

Differentiating with respect to t, we get

(3.7) tr(φ̇t) = tr((
∑

e−λitsi ⊗ s
∗h0
i )−1(

∑
λie

−λitsi ⊗ s
∗h0
i )),

So

(3.8) tr(φ̇t)
∣∣∣
t=0

= tr(
∑

λisi ⊗ s
∗h0
i ),

(3.9) tr(φ̈t)
∣∣∣
t=0

= tr((
∑

λisi ⊗ s
∗h0
i )2 − (

∑
λ2
i si ⊗ s

∗h0
i )).

We denote φ̇t

∣∣∣
t=0

simply by φ̇ and φ̈t

∣∣∣
t=0

by φ̈.

Lemma 3.3.2.

Tr(si ⊗ s∗i ) = |si|2,

T r((si ⊗ s∗i ) ◦ (sj ⊗ s∗j)) = |〈si, sj〉|2.
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Using the above lemma, we have

(3.10) tr(φ̇) =
∑

λi|si|2,

(3.11) tr(φ̇2) =
∑

λiλj|〈sj, si〉|2,

(3.12) tr(φ̈) = −λ2
i |si|2 +

∑
λiλj|〈sj, si〉|2.

These imply

L̈ =

∫
X

−1

2
|∇tr(φ̇)|2 +

∑
λ2
i |si|2 −

∑
λiλj|〈sj, si〉|2.

Thus, we can embed X into some big projective space using (si1 ∧ ... ∧ sir)i1<...<ir as

a set in H0(X, detE). The pull back of the FS Kähler form is Ric(h0). We have

∑
|si1 ∧ ... ∧ sir |2det(h0) = 1.

Using the first lemma, we have

(3.13) |∇tr(φ̇)|2 =
∑

|(∇tr(φ̇),∇si1 ∧ ... ∧ sir)|2.

Let ϕ = tr(φ). We use the inner products Ht to embed X into Grassmaninan and

projective space. Let s1, ..., sN be an orthonormal basis for H0(X,E) with respect to

Ht. So we get the FS metric ht on E. As before we have

∑
si(t)⊗ si(t)

∗ht = Id

and ∑
|si1(t) ∧ ... ∧ sir(t)|2det(ht) = 1

We have e
−λ1

2
ts1, ..., e

−λN
2

tsN is an orthonormal basis with respect to Ht. So we can

put si(t) = e
−λi
2
tsi. We have

1 =
∑

|si1(t) ∧ ... ∧ sir(t)|2det(ht) =
∑

etr(φt)|si1(t) ∧ ... ∧ sir(t)|2det(h0),
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which implies

(3.14)
∑

e−tλi1...ir |si1 ∧ ... ∧ sir |2det(h0) = e−tr(φt).

Differentiating with respect to t, we get

(3.15)
∑

λi1...ire
−tλi1...ir |si1 ∧ ... ∧ sir |2det(h0) = tr(φ̇t)e

−tr(φt).

(3.16) −
∑

λ2
i1...ir

e−tλi1...ir |si1 ∧ ... ∧ sir |2det(h0) = −tr(φ̇t)2e−tr(φt) + tr(φ̈t)e
−tr(φt).

Evaluating at t = 0, we obtain

(3.17)
∑

λi1...ir |si1 ∧ ... ∧ sir |2det(h0) = tr(φ̇)

(3.18) −
∑

λ2
i1...ir

|si1 ∧ ... ∧ sir |2det(h0) = −tr(φ̇)2 + tr(φ̈).

Using (3.10), (3.11) and (3.12), we get

(3.19)
∑

λi|si|2 =
∑

λi1...ir |si1 ∧ ... ∧ sir |2det(h0)

(
∑

λi1...ir |si1 ∧ ... ∧ sir |2det(h0))
2 −

∑
λ2
i1...ir

|si1 ∧ ... ∧ sir |2det(h0)

= −
∑

λ2
i |si|2 +

∑
λiλj|〈sj, si〉|2.

Lemma 3.3.3. Consider the positive function F

F =
∑

|∇ϕ̇,∇(si1 ∧ ... ∧ sir)− (λi1...ir − ϕ̇)(si1 ∧ ... ∧ sir)|2

on X, where λi1...ir =
∑
λiα. Then

L̈ =

∫
X

Fωnh0
.

Proof. Let I denote multi index (i1, ..., ir) and SI = si1 ∧ ...∧ sir . Using Donaldson’s

pairing for the line bundle, det(E), we have

F =
∑

|(∇ϕ̇,∇SI)− (λI − ϕ̇)SI |2,
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where ϕ = tr(φ). Thus,

F =
1

2
|∇ϕ̇|2 +

∑
|(λI − ϕ̇)|2|SI |2 − 2

∑
((∇ϕ̇,∇SI), SI)(2λI − ϕ̇).

Again, according to Donaldson, we have

((∇ϕ̇,∇SI), SI) = (∇ϕ̇, (∇SI , SI)),

which implies

2((∇ϕ̇,∇SI), SI)(λI − ϕ̇) = (∇ϕ̇,∇|SI |2)(λI − ϕ̇).

Since we have

∇|SI |2 = 2(SI ,∇SI),

and
∑
|SI |2 = 1, we obtain

∑
((∇ϕ̇,∇SI), SI)ϕ̇ = (∇ϕ̇,∇

∑
|SI |2)ϕ̇ = 0.

So,

F =
1

2
|∇ϕ̇|2 +

∑
|(λI − ϕ̇)|2|SI |2 −∇|ϕ̇|2 = −1

2
|∇ϕ̇|2 +

∑
|(λI − ϕ̇)|2|SI |2,

Since
∑
λI |SI |2 = tr(φ̇) = ϕ̇. Hence,

F = −1

2
|∇ϕ̇|2 +

∑
(λ2

I + ϕ̇2 − 2λIϕ̇)|SI |2

= −1

2
|∇ϕ̇|2 +

∑
λ2
I |SI |2 + ϕ̇2

∑
|SI |2 − 2ϕ̇

∑
λI |SI |2

= −1

2
|∇ϕ̇|2 +

∑
λ2
I |SI |2 − ϕ̇2 = −1

2
|∇ϕ̇|2 − tr(φ̈).

From the above computation, we can derive the following amusing linear algebra

identities:
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Corollary 3.3.4. Let A be a N × r (r < N) matrix and λ1, ..., λN real numbers .If

A∗A = Id, then ∑
i,j

λi|aij|2 =
∑

i1<...<ir

λi1...ir | det(Ai1...ir)|2

∑
i,j

λ2
i |aij|2 + 2

∑
k<l

λiλj|aik|2|ail|2 =
∑

i1<...<ir

λ2
i1...ir

| det(Ai1...ir)|2,

where Ai1...ir is the r×r matrix whose rows are the respective ith1 , ..., i
th
r rows of A and

λi1...ir =
r∑
j=1

λij .
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Chapter 4

Donaldson’s dynamical system

In [D3], Donaldson defines a dynamical system on the space of Fubini-Study metrics

on a polarized compact Kähler manifold. Sano proved that if there exists a balanced

metric for the polarization, then this dynamical system always converges to the bal-

anced metric ([Sa]). In [DKLR], Douglas, et. al., conjecture that the same holds

in the case of vector bundles. In this paper, we give an affirmative answer to their

conjecture.

Let (X,ω) be a Kähler manifold of dimension n and E be a very ample holo-

morphic vector bundle on X. Let h be a Hermitian metric on E. We can define a

L2-inner product on H0(X,E) by

〈s, t〉 =

∫
X

h(s, t)
ωn

n!
.

Let s1, ..., sN be an orthonormal basis for H0(X,E) with respect to this L2-inner

product. The Bergman kernel of h is defined by

B(h) =
∑

si ⊗ s∗h
i .

Note that B(h) does not depend on the choice of the orthonormal basis s1, ..., sN .
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A metric h is called balanced if B(h) is a constant multiple of the identity. By

the theorem of Wang, we know that the existence of balanced metrics is closely

related to the stability of the vector bundle E. Indeed E admits a unique (up to

a positive constant) balanced metric if and only if the Gieseker point of E is stable

(([W1, Theorem 1.1]), [PS]). On the other hand, a balanced metric is unique (up to

a constant) provided the bundle is simple.

The main theorem of this chapter is the following

Theorem 4.0.5. Suppose that E is simple and admits a balanced metric. Then for

any H0 ∈ME, the sequence T r(H0) converges to H∞, where H∞ is a balanced metric

on E.

Our proof follows Sano’s argument in [Sa] with the necessary modifications for

the bundle case.

In order to prove the theorem, we consider the functional Z that is used by Wang

([W1]) and Phong, Sturm ([PS]) in order to study the existence and uniqueness of

balanced metrics on holomorphic vector bundles. The key property of this functional

is that its critical points are balanced metrics. In the second section we recall some

properties of the functionals Z and Z̃. In the second section, we give an appropriate

notion of boundedness for subsets of M , defined in [?]a. With this definition, any

bounded sequence has a convergent subsequence after a suitable rescaling of the se-

quence. Therefore in order to prove that the sequence Hn = T n(H) converges , we

need to show that Hn is bounded. On the other hand, existence of a balanced metric

implies that Z̃ is bounded from below and proper in a suitable sense. Hence it shows

that Z̃(Hn) is bounded. Now properness of Z̃ implies that Hn is bounded.
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4.1 Proof

In this section, we closely follow Sano’s argument in ([Sa, Section 3]). Let s1, ..., sN

be a basis for H0(E). With this basis, we can view elements of M as N×N matrices.

Now using this identification, we state the following definition introduced in Sano

([Sa]).

Definition 4.1.1. A subset U ⊆M is called bounded if there exists a number R > 1,

satisfying the following: For any H ∈ U , there exists a positive number γH so that

(4.1)
γH
R
≤ min

|H(ξ)|
|ξ|

≤ max
|H(ξ)|
|ξ|

≤ γHR

Note that boundedness does not depend on the choice of the basis. Also notice that

min |H(ξ)|/|ξ| is the smallest eigenvalue of the matrix [H(si, sj)] and max |H(ξ)|/|ξ|

is the largest eigenvalue of the matrix [H(si, sj)].

From the definition, one can see that U is bounded if and only if there exists

R > 1 satisfying the following: For any H ∈ U , there exists a positive number γH so

that

||[H(si, sj)]||op ≤ γHR,

||[H(si, sj)]
−1||op ≤ γ−1

H R.

Proposition 4.1.2. Any bounded sequence Hi has a subsequence Hni
such that γ−1

ni
Hni

converges to some point in M . Here γi = γHi
in Definition 4.1.1.

Proof. The sequence γ−1
ni
Hni

is a bounded sequence in the space of N × N matrices

with respect to the standard topology. Hence the proposition follows from the fact

that the closure of bounded sets are compact.

Notice that the standard topology on the space of N ×N matrices is induced by

the standard Euclidean norm. Since all norms on a finite dimensional vector space are
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equivalent, we can use the operator norm. Therefore a sequence {Hα} in M converges

to H ∈M if and only if

∣∣[Hα(si, sj)]− [H(si, sj)]
∣∣
op
→ 0 as α→ 0.

Lemma 4.1.3. The set U ⊆M is bounded if and only if there exists a number R > 1

so that for any H ∈ U , we have

1

R
≤ min

|H̃(ξ)|
|ξ|

≤ max
|H̃(ξ)|
|ξ|

≤ R,

where H̃ = (det(H))−
1
NH.

Proof. Assume that U is bounded. So by definition there exists a number R > 1,

satisfying the following:

For any H ∈ U , there exists a positive number γH so that

γH
R
≤ min

|H(ξ)|
|ξ|

≤ max
|H(ξ)|
|ξ|

≤ γHR

Let H be an element of U . Without loss of generality we can assume that H(si, sj) =

eλiδij and λ1 ≤ ... ≤ λN . For any i, we have

γH
R
≤ eλi ≤ γHR.

This implies that γH ≤ Reλi and γH ≥ R−1eλi . Therefore

eλN ≤ γHR ≤ R2eλi ,

and

eλ1 ≥ γHR
−1 ≥ R−2eλi ,

for any 1 ≤ i ≤ N. Hence

(det(H))
−1
N eλN = eλN−

∑
λi

N =
( ∏

eλN−λi

) 1
N ≤ R2.
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and

(det(H))
−1
N eλ1 = eλ1−

∑
λi

N =
( ∏

eλ1−λi

) 1
N ≥ R−2.

Let H0 be an element in M . We define the sequence {Hn} by Hn = Hilb ◦

FS(Hn−1).

Lemma 4.1.4. If {Hn} is a bounded sequence in M , then det(Hn) is bounded and

det(Hn+1H
−1
n ) → 1 as n→∞.

Proof. Z̃(Hn) is bounded since the sequence {Hn} is bounded. On the other hand,

lemma 2.3.7 implies that the sequences Z(Hn) and log det(Hn) are decreasing. So,

log det(Hn) is bounded and decreasing. Hence, it converges to some real number.

This implies that det(Hn+1H
−1
n ) → 1 as n→∞.

Lemma 4.1.5. Assume {Hn} is a bounded sequence in M . Let H be a fixed element

of M and s
(l)
1 , ..s

(l)
N be an orthonormal basis with respect to Hl so that the matrix

[H(s
(l)
i , s

(l)
j )] is diagonal. Then

N

V r

∫
X

∣∣sli∣∣2hl
dvolX → 1 as l→∞,

where hn = FS(Hn).

Proof. Let ŝ
(l)
1 , ..ŝ

(l)
N be an orthonormal basis with respect to Hl so that Hl+1(ŝ

(l)
i , ŝ

(l)
j )

is diagonal. Hence

det
[
Hl+1(ŝ

(l)
i , ŝ

(l)
j )

]
=

N∏
i=1

Hl+1(ŝ
(l)
i , ŝ

(l)
1 ).

Lemma 4.1.4 implies that

det
[
Hl+1(ŝ

(l)
i , ŝ

(l)
j )

]
→ 1.

47



On the other hand lemma 2.3.7 implies that

tr
[
Hl+1(ŝ

(l)
i , ŝ

(l)
j )

]
= N.

We define Al(i) = Hl+1(ŝ
(l)
i , ŝ

(l)
i ). Therefore, we have

(4.2)
N∏
i=1

Al(i) → 1 as l→∞,

(4.3)
N∑
i=1

Al(i) = N, for any 1 ≤ l ≤ N.

We claim that for any i,

(4.4) Al(i) → 1 as l→∞.

Suppose that for some 1 ≤ α ≤ N , {Al(α)} does not converge to 1 as l → ∞. This

means that there exists a positive number ε > 0 and a subsequence {Alq(α)} such

that

(4.5)
∣∣Alq(α)− 1

∣∣ ≥ ε.

On the other hand, (5.5) implies that Al(i) ≤ N since Al(i) ≥ 0 and therefore the

sequences {Alq(i)} are bounded for any 1 ≤ i ≤ N . Hence there exist nonnegative

numbers A(1), ...A(N) and a subsequence {lqj} so that

(4.6) Alqj
(i) → A(i) as j →∞.

Therefore, (5.4), (5.5) and (5.8) imply that

N∏
i=1

A(i) = 1 and
N∑
i=1

A(i) = N.

By arithmetic-geometric mean inequality, we always have

( N∏
i=1

A(i)
) 1

N ≤ 1

N

N∑
i=1

A(i)
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and equality holds if and only if all Ai’s are equal. Since equality holds in this case,

we conclude that A(1) = ... = A(N) = 1. In particular

Alqj
(α) → 1 as j →∞,

which contradicts (5.7). This implies that Hl+1(ŝ
(l)
i , ŝ

(l)
i ) → 1 for all i.

On the other hand, there exists [alij] ∈ U(N) such that s
(l)
i =

∑N
j=1 aij ŝ

l
j. Since

U(N) is compact, we can find a subsequence of [alij] which converges to an element

of U(N). Without loss of generality, we can assume that there exists [aij] ∈ U(N)

such that alij → aij as l→∞. We have,

Hl+1(s
(l)
i , s

(l)
i ) =

∑
alija

l
ikHl+1(ŝ

(l)
j , ŝ

(l)
k ) →

N∑
j=1

|aij|2 = 1

Proposition 4.1.6. (cf. [Sa, Proposition ]) If {Hn} is a bounded sequence in M ,

then for any H ∈M and any ε > 0,

(4.7) Z̃(H) > Z̃(Hn)− ε,

for sufficiently large n.

Proof. Let s
(l)
1 , ..., s

(l)
N be an orthonormal basis with respect toHl such thatH(s

(l)
i , s

(l)
j ) =

δije
λ
(l)
i . We fix a positive integer l. Define Ht(s

(l)
i , s

(l)
i ) = δije

tλ
(l)
i . We have H0 = Hl

and H1 = H. Let fl(t) = f(t) = Z̃(Ht). We have

f(1)− f(0) =

∫ 1

0

f ′(t) dt =

∫ 1

0

(
f ′(0) +

∫ t

0

f ′′(s) ds
)
dt

= f ′(0) +

∫ 1

0

∫ 1

0

f ′′(s) ds dt ≥ f ′(0),

since Z̃ is convex along geodesics. On the other hand, we have

f ′(t) =
d

dt

(
− I(FS(Ht)) +

V r

N
log det(Ht)

)
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= −
∫
X

d

dt

(
FS(Ht)

)
dvolX +

V r

N

∑
λ

(l)
i

Therefore,

(4.8) f ′l (0) = −
∫
X

( ∑
λ

(l)
i |s

(l)
i |2hl

)
dvolX +

V r

N

∑
λ

(l)
i ,

where hl = FS(Hl).

We have that e
−λ

(l)
1

2 s
(l)
1 , ..., e

−λ
(l)
N

2 s
(l)
N is an orthonormal basis with respect to H for

any l. Hence lemma 4.1.3 implies that there exists R > 1 so that

(det(Hl))
1
N

R
< Hl(e

−λ
(l)
i

2 s
(l)
i , e

−λ
(l)
i

2 s
(i)
1 ) < (det(Hl))

1
NR,

for any i and l. Therefore

1

N
log(det(Hl))− logR < −λ(l)

i <
1

N
log(det(Hl)) + logR.

This implies that {λ(l)
i } is bounded since {det(Hl)} is bounded by Lemma 4.1.4.

Hence (4.8) implies that f
′

l (0) −→ 0, as l −→∞.

Corollary 4.1.7. If {Hn} is a bounded sequence in M , then

Z̃(Hn) −→ inf{Z̃(H) | H ∈M}.

Proof of Theorem 4.0.5. As before, fix H0 ∈ M and an orthonormal basis s1, ..., sN

for H0(X,E) with respect to the metric H0. As in Section 2, let

M0 =
{
H ∈M | det[H(si, sj)] = 1

}
.

Assume that there exists a balanced metric on E. Since the balanced metric is unique

up to a positive constant, there exists a unique balanced metric H∞ ∈M0. As before,

for any H ∈M , we define

H̃ = (detH)−
1
NH.

50



Clearly H̃ ∈M0 and

Z̃(H̃) = Z̃(H) = Z(H̃).

Since there exists a balanced metric on E, theorem 2.3.5 implies that the functional

Z|M0 is proper and bounded from below. Hence the sequence Z(H̃n) is a bounded se-

quence in R since the sequence Z̃(Hn) = Z(H̃n) is decreasing. Therefore the sequence

{H̃n} is bounded in M0 since Z|M0 is proper. We claim that

H̃n −→ H∞ as n→∞.

Suppose that the sequence {H̃n} does not converge to H∞. Then there exists ε > 0

and a subsequence {Hnj
} such that

(4.9) ||H̃nj
−H∞||op ≥ ε.

On the other hand, we know that the sequence {H̃nj
} is bounded. Therefore there

exist a subsequence {H̃njq
} and an element Ĥ ∈M such that

H̃njq
→ Ĥ as q →∞.

Therefore,

1 = det[H̃njq
(sα, sβ)] → det[Ĥ(sα, sβ)] as q →∞,

which implies that Ĥ ∈M0. Now, corollary 4.1.7 implies that

Z̃(H̃njq
) = Z̃(Hnjq

) −→ inf{Z̃(H) | H ∈M}.

Hence,

Z̃(Ĥ) = inf{Z̃(H) | H ∈M}.

This implies that Ĥ is a balanced metric and therefore H∞ = Ĥ by lemma 2.3.8.

This contradicts (5.9). Thus H̃n −→ H∞ as q →∞.
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Now lemma 4.1.4 implies that log det(Hn) is bounded. The sequence {log det(Hn)}

is bounded and decreasing. Therefore there exists b ∈ R such that

log det(Hn) → b as n→∞.

Hence det(Hn) converges to the positive real number eb. Thus

Hn −→ e
−b
N H∞ as n→∞.
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Chapter 5

Main Theorem

5.1 Moment map setup

In this section, we review Donaldson’s moment map setup. We follow the notation of

[PS2].

Let (Y, ω0) be a compact Kähler manifold of dimension n and O(1) → Y be a very

ample line bundle on Y equipped with a Hermitian metric g0 such that Ric(g0) =

ω0. Since O(1) is very ample, using global sections of O(1), we can embed Y into

P(H0(Y,O(1))∗). A choice of ordered basis s = (s1, ..., sN) of H0(Y,O(1)) gives an

isomorphism between P(H0(Y,O(1))∗) and PN−1. Hence for any such s, we have

an embedding ιs : Y ↪→ PN−1 such that ι∗sOPN (1) = O(1). Using ιs, we can pull

back the Fubini-Study metric and Kähler form of the projective space to O(1) and Y

respectively.

Definition 5.1.1. An embedding ιs is called balanced if∫
Y

〈si, sj〉ι∗shFS

ι∗sωFS

n!
=
V

N
δij,

where V =
∫
Y

ωn
0

n!
. A hermitian metric(respectively a Kähler form) is called balanced

if it is the pull back ι∗shFS (respectively ι∗sωFS) where ιs is a balanced embedding.
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There is an action of SL(N) on the space of ordered bases of H0(Y,O(1)). Don-

aldson defines a symplectic form on the space of ordered bases of H0(Y,O(1)) which

is invariant under the action of SU(N). So there exists an equivariant moment map

on this space such that its zeros are exactly balanced bases.

More precisely we define

Z̃ = {s = (s1, ..., sN)|s1, ..., sN a basis of H0(Y,O(1))}/C∗

and Z = Z̃/PAut(Y,O(1)). Donaldson defines a symplectic form ΩD on Z. There is

a natural action of SU(N) on (Z,ΩD) which preserves the symplectic form ΩD. The

moment map for this action is defined by

µD(s) = i[〈sα, sβ〉hs −
V

N
δα,β],

where hs is the L2- inner product with respect to the pull back of Fubini-Study metric

and Fubini-Study Kähler form via the embedding ιs. Also we identify su(N)∗ with

su(N) using the invariant inner product on su(N), where su(N) is the Lie algebra of

the group SU(N) and su(N)∗ is its dual. (For construction of ΩD and more details

see ([D3]) and ([PS2]) .)

Using Deligne’s pairing, Phong and Sturm construct another symplectic form on

Z as follows:

Let

Ỹ = {(x, s)|x ∈ PN−1, s = (s1, ..., sN), x ∈ ιs(Y )}

and Y = Ỹ/PAut(Y,O(1)). One obtains a holomorphic fibration Y → Z where every

fibre is isomorphic to Y . Let p : Y → PN−1 be the projection on the first factor.

Then define a hermitian line bundle M on Z by

M = 〈p∗OPN−1(1), ..., p∗OPN−1(1)〉(Y
Z

)
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which is the Deligne’s pairing of (n+ 1) copies of p∗OPN−1(1). Denote the curvature

of this hermitian line bundle by ΩM. It follows from properties of Deligne’s pairing

that

(5.1) ΩM =

∫
Y/Z

ωn+1
FS .

Since SU(N) is semisimple, there is a unique equivariant moment map µM : Z →

su(N) for the action of SU(N) on (Z,ΩM).

Theorem 5.1.2. ([PS2, Theorem 1]) ΩM = ΩD and µM = µD.

Let ξ be an element of the Lie algebra su(N). Since SU(N) acts on Z, the

infinitesimal action of ξ defines a vector field σZ(ξ) on Z. Fixing a point z ∈ Z, we

have a linear map σz : su(N) → TzZ. Let σ∗z be its adjoint with respect to the metric

on TZ and the invariant metric on su(N). Then we get the operator

Qz = σ∗zσz : su(N) → su(N).

Define Λ−1
z as the smallest eigenvalue of Qz. In [D3], Donaldson proves the following.

Proposition 5.1.3. ([D3, Proposition 17]) Suppose given z0 ∈ Z and real numbers

λ, δ such that for all z = eiξz0 with |ξ| ≤ δ and ξ ∈ su(N), Λz ≤ λ. Suppose that

λ|µ(z0)| ≤ δ, then there exists w = eiη with µ(w) = 0, where |η| ≤ λ|µ(z0)|.

5.2 Eigenvalue estimates

In this section, we obtain a lower bound for the derivative of the moment map µD.

This is equivalent to an upper bound for the quantity Λz introduced in the previous

section. In order to do this, we adapt the argument of Phong and Sturm to our

setting. The main result is Theorem 5.2.4.
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Let (Y, ω0) and O(1) → Y be as in the previous section. Let (L, h∞) be a Her-

mitian line bundle over Y such that ω∞ = Ric(h∞) is a semi positive (1, 1)-form on

Y . Define ω̃0 = ω0 + kω∞. For the rest of this section and next section let m be the

smallest integer such that ωm+1
∞ = 0. Also assume that ωn−m0 ∧ ωm∞ is a volume form

and there exist positive constant n1 and n2 such that

Nk = dimH0(Y,O(1)⊗ Lk) = n1k
m +O(km−1).(5.2)

Vk =

∫
Y

(ω0 + kω∞)n = n2k
m +O(km−1).(5.3)

Notice that (5.3) is implied from the fact that ωn−m0 ∧ ωm∞ is a volume form and

ωm+1
∞ = 0.

The case important for this paper is the following:

Example 5.2.1. Let (X,ω∞) be a compact Kähler manifold of dimension m and L

be a very ample holomorphic line bundle on X such that ω∞ ∈ 2πc1(L). Let E be a

holomorphic vector bundle on X of rank r such that the line bundle OPE∗(1) → Y =

PE∗ is an ample line bundle. We denote the pull back of ω∞ to PE∗ by ω∞. Then

ωm+1
∞ = 0 and by Riemann-Roch formula we have

dimH0(Y,O(1)⊗ Lk) = dimH0(X,E ⊗ Lk) =
r

m!

∫
X

c1(L)mkm +O(km−1).

The following lemma is clear.

Lemma 5.2.2. Let hk be a sequence of hermitian metrics on O(1) ⊗ Lk and let

s(k) = (s
(k)
1 , ..., s

(k)
N ) be a sequence of ordered bases for H0(Y,O(1)⊗Lk). Suppose that

for any k ∑
|s(k)
i |2hk

= 1

and ∫
Y

〈s(k)
i , s

(k)
j 〉hk

dvolhk
= D(k)δij +M

(k)
ij ,

56



where D(k) is a scalar and M (k) is a trace-free hermitian matrix. Then

D(k) =
Vk
Nk

→ n2

n1

as k →∞,

where the constants n1 and n2 are defined by (5.2) and (5.3).

We start with the notion of R-boundedness introduced originally by Donaldson

in [D3].

Definition 5.2.3. Let R be a real number with R > 1 and a ≥ 4 be a fixed integer and

let s = (s1, ..., sN) be an ordered basis for H0(Y,O(1)⊗Lk). We say s has R-bounded

geometry if the Kähler form ω̃ = ι∗sωFS satisfies the following conditions

• ||ω̃ − ω̃0||Ca(ω̃0) ≤ R, where ω̃0 = ω0 + kω∞.

• ω̃ ≥ 1
R
ω̃0.

Recall the definition of Λz from the previous section. The main result of this

section is the following.

Theorem 5.2.4. Assume Y does not have any nonzero holomorphic vector fields.

For any R > 1, there are positive constants C and ε ≤ n2/10n1 such that, for any

k, if the basis s = (s1, ..., sN) of H0(Y,O(1) ⊗ Lk) has R-bounded geometry, and if

||µD(s)||op ≤ ε, then

Λs ≤ Ck2m+2.

The rest of this section is devoted to the proof of Theorem 5.2.4. Notice that the

estimate Λz ≤ Ck2m+2 is equivalent to the estimate

(5.4) |σZ(ξ)|2 ≥ ck−(2m+2)||ξ||2.

On the other hand (5.1) and Theorem 5.1.2 imply that

(5.5) |σZ(ξ)|2 =

∫
Y

ιYξ,Yξ
ωn+1

FS .
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Hence, in order to establish Theorem 5.2.4, we need to estimate the quantity
∫
Y
ιYξ,Yξ

ωn+1
FS

from below.

For the rest of this section, fix an ordered basis s(k) = (s1, ..., sN) of H0(Y,O(1)⊗

Lk) and let M (k) = −iµD(s(k)). It gives an embedding ι = ιs(k) : Y → PN−1, where

N = Nk = dimH0(Y,O(1) ⊗ Lk). For any ξ ∈ su(N), we have a vector field Yξ on

PN−1 generated by the infinitesimal action of ξ.

Every tangent vector to PN−1 is given by pairs (z, v) modulo an equivalence rela-

tion ∼ . This relation is defined as follows:

(z, v) ∼ (z′, v′) if z′ = λz and v′ − λv = µz for some λ ∈ C∗ and µ ∈ C.

For a tangent vector [(z, v)], the Fubini-Study metric is given by

||[(z, v)]||2 =
v∗vz∗z − (z∗v)2

(z∗z)2
.

Since the vector field Yξ is given by [z, ξz], we have

(5.6) ||Yξ(z)||2 =
−(z∗ξz)2 + (z∗ξ2z)(z∗z)

(z∗z)2
.

We have the following exact sequence of vector bundles over Y

0 → TY → ι∗TPN−1 → Q→ 0.

Let N ⊂ ι∗TPN−1 be the orthogonal complement of TY . Then as smooth vector

bundles, we have

ι∗TPN−1 = TY ⊕N .

We denote the projections onto the first and second component by πT and πN respec-

tively. Define

σt(z) = exp(itξ)z,
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ϕt(z) = log
|σt(z)|
|z|

.

Direct computation shows that

(5.7)
d

dt

∣∣∣
t=0
ϕt(z) = 2i

z∗ξz

z∗z
,

(5.8)
d2

dt2

∣∣∣
t=0
ϕt(z) = 4

(z∗ξz)2 − (z∗ξ2z)(z∗z)

(z∗z)2
.

The following is straightforward.

Proposition 5.2.5. For any ξ ∈ su(N), we have

||πNYξ||2L2(Y,TY ) =

∫
Y

ιYξ,Yξ
ωn+1

FS

Therefore, the estimate in Theorem 5.2.4 will follow from:

(5.9) ||ξ||2 ≤ cRk
m||Yξ||2

(5.10) c
′

R||πTYξ||2 ≤ km+2||πNYξ||2

(5.11) ||Yξ||2 = ||πTYξ||2 + ||πNYξ||2

We will prove (5.9) in Proposition 5.2.8 and (5.10) in Proposition 5.2.11. Assuming

these, we give the Proof of Theorem 5.2.4.

Proof of Theorem 5.2.4. By (5.5), we have

|σZ(ξ)|2 =

∫
Y

ιYξ,Yξ
ωn+1

FS .

Applying Proposition 5.2.5, we get

|σZ(ξ)|2 = ||πNYξ||2.
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Thus, in order to prove Theorem 5.2.4, we need to show that

||πNYξ||2 ≥ cRk
−(m+3)||ξ||2.

By (5.9), we have

||ξ||2 ≤ cRk
m||Yξ||2 = cRk

m||πNYξ||2 + cRk
m||πTYξ||2.

Hence (5.10) implies that

||ξ||2 ≤ cRk
m||πNYξ||2 + cRc

′
Rk

2m+2||πNYξ||2

≤ c′′Rk
2m+2||πNYξ||2.

Lemma 5.2.6. There exists a positive constant c independent of k such that for any

f ∈ C∞(Y ), we have

c

∫
Y

f 2ω̃n0 ≤ km
∫
Y

∂f ∧ ∂f ∧ ω̃n−1
0 + k−m

( ∫
Y

fω̃n0

)2

Proof. In the proof of this Lemma, we put ωk = ω0 + kω∞ and α = ω1 = ω0 + ω∞.

For k ≥ 1, we have

k−mωnk ≤ αn ≤ ωnk .

Assume that the statement is false. So, there exists a subsequence kj →∞ and a

sequence of functions fj such that
∫
Y
f 2
j ω

n
kj

= 1 and

km
∫
Y

∂fj ∧ ∂fj ∧ ωn−1
kj

+ k−mj

( ∫
Y

fjω
n
kj

)2

→ 0

as k →∞. We define ||f ||2 =
∫
Y
f 2αn. Hence

||fj||2 =

∫
Y

f 2
j α

n ≥ k−mj

∫
Y

f 2
j ω

n
kj

= k−mj .
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Let gj = fj
/
||fj||. We have∫

Y

|∂gj|2ααn =

∫
Y

∂gj ∧ ∂gj ∧ αn−1

= ||fj||−2

∫
Y

∂fj ∧ ∂fj ∧ αn−1

≤ kmj

∫
Y

∂fj ∧ ∂fj ∧ ωn−1
kj

→ 0 as k →∞.

On the other hand
∫
Y
g2
jα

n = 1 which implies that the sequence gj is bounded in

L2
1(α

n). Hence, gj has a subsequence which converges in L2(αn) and converges weakly

in L2
1(α

n) to a function g ∈ L2
1(α

n). Without loss of generality, we can assume that

the whole sequence converges. Since
∫
Y
|∂gj|2ααn → 0 as k →∞, it can be easily seen

that g is a constant function. We have

k−mj
∣∣ ∫

Y

(gj − g)ωnkj

∣∣ ≤ k−mj

∫
Y

|gj − g|ωnkj

≤
∫
Y

|gj − g|αn

≤ C(

∫
Y

|gj − g|2αn)
1
2 → 0,

where C2 =
∫
Y
αn does not depend on k. Hence

k−mj
∣∣ ∫

Y

(gj − g)ωnkj

∣∣ → 0.

Since g is a constant function and
∫
Y
ωnkj

= n2k
m
j +O(km−1

j ), we get

k−mj

∫
Y

gjω
n
kj
→ n2g,

where n2 is defined by (5.3). On the other hand(
k−mj

∫
Y

gjω
n
kj

)2

= k−2m
j ||fj||−2

( ∫
Y

fjω
n
kj

)2

≤ k−mj (

∫
Y

fjω
n
kj

)2

→ 0

which implies g ≡ 0. It is a contradiction since ||gj|| = 1 and gj → g in L2(αn).
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The proof of the following lemma can be found in ([PS2, p. 704]). For the sake

of completeness, we give the details.

Lemma 5.2.7. There exists a positive constant cR independent of k such that for any

Kähler form ω̃ ∈ c1(O(1)⊗ Lk) having R-bounded geometry and any f ∈ C∞(Y ), we

have

cR

∫
Y

f 2ω̃n ≤ km
∫
Y

∂f ∧ ∂f ∧ ω̃n−1 + k−m
( ∫

Y

fω̃n
)2

.

Proof. Since ω̃ has R-bounded geometry, we have

R−1ω̃0 ≤ ω̃ ≤ 2Rω̃0.

Therefore,

c(2R)−n
∫
Y

f 2ω̃n ≤ c

∫
Y

f 2ω̃n0 ≤ km
∫
Y

∂f ∧ ∂f ∧ ω̃n−1
0 + k−m

( ∫
Y

fω̃n0

)2

.

On the other hand, there exists a unique function φ such that ω̃ − ω̃0 = ∂∂φ and∫
Y
φω̃n0 = 0. Hence,

ω̃n − ω̃n0 = ∂∂φ ∧
n−1∑
j=0

ω̃j ∧ ω̃n−j−1
0

We have,

∣∣∣ ∫
f(ω̃n − ω̃n0 )

∣∣∣ =
∣∣∣ ∫

f∂∂φ ∧
n−1∑
j=0

ω̃j ∧ ω̃n−j−1
0

∣∣∣
=

∣∣∣ ∫
∂f ∧ ∂φ ∧

n−1∑
j=0

ω̃j ∧ ω̃n−j−1
0

∣∣∣
≤

n−1∑
j=0

∫
|∂f |ω̃0|∂φ|ω̃0

( ω̃
ω̃0

)p
ω̃n0

≤ n(2R)n
∫
|∂f |ω̃0 |∂φ|ω̃0ω̃

n
0

≤ C1

( ∫
|∂f |2ω̃0

ω̃n0

) 1
2
( ∫

|∂φ|2ω̃0
ω̃n0

) 1
2

= C1

( ∫
∂f ∧ ∂f ∧ ω̃n−1

0

) 1
2
( ∫

|∂φ|2ω̃0
ω̃n0

) 1
2
.
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We will show that ∫
|∂φ|2ω̃0

ω̃n0 ≤ C2k
2m.

Since ω̃− ω̃0 = ∂∂φ and ||ω̃− ω̃0||Ca(ω̃0) ≤ R, we have ||∂∂φ||Ca(ω̃0) ≤ R. This implies

that

||4ω̃0φ||∞ ≤ R.

Applying Lemma 5.2.6 to φ, we get

c

∫
Y

φ2ω̃n0 ≤ km
∫
Y

∂φ ∧ ∂φ ∧ ω̃n−1
0

On the other hand∫
Y

|∂φ|2ω̃0
ω̃n0 =

∫
Y

∂φ ∧ ∂φ ∧ ω̃n−1
0 =

∣∣∣ ∫
Y

φ4ω̃0φω̃
n
0

∣∣∣
≤

( ∫
Y

φ2ω̃n0

) 1
2
( ∫

Y

|4ω̃0φ|2ω̃n0
) 1

2

≤ c
−1
2 k

m
2

( ∫
Y

|∂φ|2ω̃0
ω̃n0

) 1
2
(
R2

∫
Y

ω̃n0

) 1
2

= Ckm
( ∫

Y

|∂φ|2ω̃0
ω̃n0

) 1
2

Therefore,

∫
|∂φ|2ω̃0

ω̃n0 ≤ C2k
2m.

So, we get ∣∣∣ ∫
f(ω̃n − ω̃n0 )

∣∣∣ ≤ Ckm
( ∫

Y

∂f ∧ ∂f ∧ ω̃n−1
0

) 1
2

On the other hand

1

2

( ∫
Y

fω̃n0

)2

≤
( ∫

Y

fω̃n
)2

+
( ∫

Y

f
(
ω̃n − ω̃n0

))2
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Hence,

C̃

∫
Y

f 2ω̃n ≤ km
∫
Y

∂f ∧ ∂f ∧ ω̃n−1
0 + 2k−m

(( ∫
Y

fω̃n
)2

+
( ∫

Y

f
(
ω̃n − ω̃n0

))2)
≤ km

∫
Y

∂f ∧ ∂f ∧ ω̃n−1
0 + 2k−m

( ∫
Y

fω̃n
)2

+ C3k
m

∫
Y

∂f ∧ ∂f ∧ ω̃n−1
0

≤ C4

(
km

∫
Y

∂f ∧ ∂f ∧ ω̃n−1 + k−m
( ∫

Y

fω̃n
)2)

.

Proposition 5.2.8. There exists a positive constant cR such that for any ξ ∈ su(N),

we have

||ξ||2 ≤ cRk
m||Yξ||2,

where ||.|| in the right hand side denotes the L2- norm with respect to the Kähler form

ω̃ on Y and Fubini-Study metric on the fibres.

Proof. By (5.6), we have

|Yξ|2 = −4
(z∗ξz)2 − (z∗ξ2z)(z∗z)

(z∗z)2

This implies that

||Yξ||2L2(ω̃) = tr
(
ξ∗ξ

∫
zz∗

z∗z
ω̃n

)
−

∫
(z∗ξz)2

(z∗z)2
ω̃n

= tr
(
ξ∗ξ

∫
zz∗

z∗z
ω̃n

)
−

∫
ϕ̇2ω̃n.

We can write ∫
Y

zz∗

z∗z
ω̃n = D(k)I +M (k),

where D(k) → n2/n1 as k → ∞ and M (k) is a trace free hermitian matrix with

||M (k)||op ≤ ε. Therefore,

||Yξ||2 = |ξ|2D(k) + tr(ξ∗ξM (k))−
∫
ϕ̇2ω̃n.
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Hence

|tr(ξ∗ξM (k))| = |tr(ξM (k))ξ| ≤ ||ξ||2||M (k)||op ≤ ε||ξ||2.

Since D(k) → n2/n1 as k →∞, there exists a positive constant c such that

||Yξ||2 ≥ c||ξ||2 −
∫
ϕ̇2ω̃n.

On the other hand

∣∣∣ ∫
ϕ̇ω̃n

∣∣∣ = |tr(ξM (k))| ≤
√
N ||ξ||||M (k)||op

≤ ck
m
2 ||ξ||||M (k)||op.

Now applying Lemma 5.2.7, we get

C

∫
Y

ϕ̇2ω̃n ≤ km
∫
Y

∂ϕ̇ ∧ ∂ϕ̇ ∧ ω̃n−1 + k−m
( ∫

Y

ϕ̇ω̃n
)2

≤ km
∫
Y

∂ϕ̇ ∧ ∂ϕ̇ ∧ ω̃n−1 + c2||ξ||2||M (k)||2op.

This implies

(c1 − C2||M (k)||2op)||ξ||2 ≤ ||Yξ||2 + km
∫
Y

∂ϕ̇ ∧ ∂ϕ̇ ∧ ω̃n−1.

Since ||M (k)||op ≤ ε and ε is small enough, there exists a positive constant c such that

c||ξ||2 ≤ ||Yξ||2 + km
∫
Y

∂ϕ̇ ∧ ∂ϕ̇ ∧ ω̃n−1

= ||Yξ||2 + km
∫
Y

|∂ϕ̇|2ω̃ω̃n

We know that ∂ϕ̇|Y = ιπTYξ
ω̃ which implies

c||ξ||2 ≤ ||Yξ||2 + km||πTYξ||2.
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Lemma 5.2.9. For k � 0, we have

|S(ω0 + kω∞)| ≤ C log k,

where S is the scalar curvature.

Proof. We have

(ω0 + kω∞)n =
m∑
j=0

(
n

k

)
kjωn−j0 ∧ ωj∞ =

(
1 +

m∑
j=1

kjfj
)
ωn0 ,

for some smooth nonnegative functions fj on Y . The function fm is positive, since

ωn−m0 ∧ ωm∞ is a volume form. Therefore there exists a positive constant l such that

fm ≥ l > 0. We define

F =
m∑
j=1

kj−mfj.

There exits a constant C such that ||F ||C2 ≤ C, since F is bounded independent

of k. We have

∇2 log(1 + kmF ) = ∇
( km∇F

1 + kmF

)
=

km∇2F

1 + kmF
− k2m(∇F )2

(1 + kmF )2
.

Hence there exists a positive constant C such that

∣∣ log(1 + kmF )
∣∣
C2 ≤ mC log k + C,

since ||F ||C2 is bounded independent of k and F ≥ fm ≥ l > 0. This implies that

∣∣∂∂ log det(ω0 + kω∞)
∣∣
C0 ≤

∣∣ log det(ω0 + kω∞)
∣∣
C2

=
∣∣ log(ω0 + kω∞)n

∣∣
C2

≤
∣∣ logωn0

∣∣
C2 +

∣∣ log(1 + kmF )
∣∣
C2

≤ C1 + C2m log k.

Fix a point p ∈ Y and a holomorphic local coordinate z1, ..., zn around p such that

ω0(p) = i
∑

dzi ∧ dzi,
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ω∞(p) = i
∑

λidzi ∧ dzi,

where λi’s are some nonnegative real numbers. Therefore, we have

∣∣S(ω0 + kω∞)(p)
∣∣ =

∣∣ ∑
(1 + kλi)

−1∂i∂i log det(ω0 + kω∞)
∣∣

≤
∑

(1 + kλi)
−1(C1 + C2m log k) ≤ C3 log k,

for k � 0.

Proposition 5.2.10. For any holomorphic vector field V on PN−1, we have

|πNV |2 ≥ CRk
−1|∂(πNV )|2.

Proof. The following is from ([PS2, pp. 705-708]). For the sake of completeness, we

give the details of the proof. Fix x ∈ Y . Let e1, ..., en, f1, ..., fm be a local holomorphic

frame for ι∗TPN−1 around x such that

1. e1(x), ..., en(x), f1(x), ..., fm(x) form an orthonormal basis.

2. e1, ..., en is a local holomorphic basis for TY .

Then there exist holomorphic functions aj and bj’s such that

V =
∑

ajej +
∑

bjfj.

Notice that πNfj − fj is tangent to Y since πN (πNfj − fj) = 0. Therefore, we can

write

πNfj − fj =
∑

φijej,

where φij’s are smooth functions. Since e1(x), ..., en(x), f1(x), ..., fm(x) form an or-

thonormal basis, we have φij(x) = 0. Then

πNV =
m∑
j=1

bj
(
fj −

∑
i

φijei
)
.
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It implies that

∂(πNV ) =
m∑
j=1

bj
(
−

∑
i

(∂φij)ei
)
.

So in order to establish 5.2.10, we need to prove that

n∑
i=1

|
m∑
j=1

bj∂φij|2 ≤ C−1
R k

m∑
j=1

|bj|2.

Using the Cauchy-Schwartz inequality, it suffices to prove

n∑
i=1

m∑
j=1

|∂φij|2 ≤ C2k,

where C2 = C2(R) is independent of k (depends on R.) Now the matrix A∗ = (∂φij)

is the dual of the second fundamental form A of TY in ι∗TPN−1. Let Fι∗TPN−1 be

the curvature tensor of the bundle ι∗TPN−1 with respect to the Fubini-Study metric.

Fι∗TPN−1 is a 2-form on Y withe values in End(ι∗TPN−1). Thus Fι∗TPN−1

∣∣
TY

is a two

form on Y with values in Hom(TY, ι∗TPN−1). So, πT ◦ (Fι∗TPN−1

∣∣
TY

) is a two form on

Y with values in End(TY ). Also let FTY be the curvature tensor of the bundle TY

with respect to the pulled back Fubini-Study metric ω̃ = ι∗ωFS. Now by computations

in [PS2, 5.28], we have

n∑
i=1

m∑
j=1

|∂φij|2 = Λω̃Tr
[
πT ◦ (Fι∗TPN−1

∣∣
TY

)− FTY
]
,

where Λω̃ is the contraction with the Kähler form ω̃. The formula [PS2, 5.33] gives

Λω̃Tr
[
πT ◦ (Fι∗TPN−1

∣∣
TY

)
]

= n+ 1.

On the other hand Λω̃Tr(FTY ) is the scalar curvature of the metric ω̃ on Y . Since ω̃

has R-bounded geometry, we have

|S(ω̃)− S(ω̃0)| ≤ R.

Lemma 5.2.9 implies that |S(ω̃0)| ≤ C log k ≤ Ck.
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The only thing we need in addition is the following

Proposition 5.2.11. Assume that there are no nonzero holomorphic vector fields on

Y . Then there exists a constant c
′
R such that for any ξ ∈ su(N), we have

c
′

R||πTYξ||2 ≤ km+2||πNYξ||2.

Proof. We define α = ω0 + ω∞. Since there are no holomorphic vector fields on Y ,

for any smooth smooth vector field W on Y , we have

c||W ||2L2(α) ≤ ||∂W ||2L2(α).

The trivial inequalities kα ≥ ω̃0 and k−mω̃n0 ≤ αn ≤ ω̃n0 imply that

c||W ||2L2(ω̃0) = c

∫
|W |2ω̃0

ω̃n0 ≤ ckm+1

∫
|W |2ααn

≤ km+1

∫
|∂W |2ααn

≤ km+1

∫
|∂W |2ω̃0

ω̃n0

= km+1||∂W ||2L2(ω̃0).

Hence, there exists a positive constant c depends on R and independent of k, such

that for any ω̃0 having R-bounded geometry, we have

c||W ||2L2(ω̃) ≤ km+1||∂W ||2L2(ω̃).

Now, putting W = πTYξ, we get

c||πT Yξ||2L2(ω̃) ≤ k2||∂(πT Yξ)||2L2(ω̃).

On the other hand

||πNV ||2 ≥ CRk
−1||∂(πNV )||2,

which implies the desired inequality.
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5.3 Perturbing to a balanced metric

We continue with the notation of the previous section. The goal of this section is

to prove Theorem 5.3.7 which gives a condition for when an almost balanced metric

can be perturbed to a balanced one. In order to do this, first we need to establish

Theorem 5.3.6. We need the following estimate.

Proposition 5.3.1. There exist positive real numbers Kj depends only on h0, g∞

and j such that for any s ∈ H0(Y,O(1)⊗ Lk), we have

|∇js|2C0(ω̃0) ≤ Kjk
n+j

∫
Y

|s|2ω
n
0

n!
.

In order to prove Proposition 5.3.1, we start with some complex analysis.

Let ϕ be a strictly plurisubharmonic function and ψ be a plurisubharmonic func-

tion on B = B(2) ⊂ Cn such that ϕ(0) = ψ(0) = 0. We can find a coordinate on

B(2) such that

ϕ(z) = |z|2 +O(|z|2) and ψ(z) =
∑

λi|zi|2 +O(|z|2),

where λi ≥ 0. For any function u : B → C, we define u(k)(z) = u( z√
k
).

Theorem 5.3.2. (Cauchy Estimate cf.[Ho, Theorem 2.2.3])There exist positive real

numbers Cj such that for any holomorphic function u : B → C, we have

|∇ju|2(0) ≤ Cj

∫
|z|≤1

|u(z)|2dz ∧ dz

Theorem 5.3.3. There exist positive real numbers cj depends only on j, ϕ, ψ and dµ

such that for any holomorphic function u : B → C, we have

|∇ju|2(0) ≤ cjk
n+j

∫
B(1)

|u|2e−ϕ−kψdµ,

where dµ is a fixed volume form on B.
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Proof. Applying Cauchy estimate to u(k), we get

k−j|∇ju|2(0) ≤ Cj

∫
|z|≤1

|u(k)(z)|2dz ∧ dz

≤ C

∫
|z|≤1

|u(k)(z)|2e−
∑

(λi+1)|zi|2dz ∧ dz,

since e−
∑

(λi+1)|zi|2 is bounded from below by a positive constant on the unit ball.

Using the change of variable w = z√
k

we get

k−j|∇ju|2(0) ≤ Ckn
∫
|w|≤k−1/2

|u(w)|2e−k
∑

(λi+1)|wi|2dw ∧ dw

≤ Ckn
∫
|w|≤k−1/2

|u(w)|2e−
∑

(kλi+1)|wi|2dw ∧ dw.

On the other hand, we have

ϕ(z) + kψ(z) = k
∑

(λi + 1)|zi|2 + µ(z) + kσ(z),

where lim
z→0

µ(z)

|z|2
= lim

z→0

σ(z)

|z|2
= 0.

Let |w| ≤ k−1/2, we have

|kσ(w) + µ(w)| ≤ c(k|w|2 + |w|2) ≤ 2c

for some constant c depending only on ψ and ϕ. Hence

k−j|∇ju|2(0) ≤ Ckn
∫
|w|≤k−1/2

|u(w)|2e−
∑

(kλi+1)|wi|2dw ∧ dw

= Ce2ckn
∫
|w|≤k−1/2

|u(w)|2e−
∑

(kλi+1)|wi|2−2cdw ∧ dw

≤ C
′
kn

∫
|w|≤k−1/2

|u(w)|2e−
∑

(kλi+1)|wi|2−(µ(w)+kσ(w))dw ∧ dw

= C
′
kn

∫
|w|≤k−1/2

|u(w)|2e−(ϕ(w)+kψ(w))dw ∧ dw

≤ C
′
kn

∫
B(1)

|u|2e−ϕ−kψdz ∧ dz.
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Hence,

|∇ju|2(0) ≤ cjk
n+j

∫
B(1)

|u|2e−ϕ−kψdµ.

Proof of Proposition 5.3.1. Fix a point p in Y and a geodesic ball B ⊂ Y centered

at p. Let eL be a holomorphic frame for L on B and e be a holomorphic frame for

O(1) such that ||eL||(p) = ||e||(p) = 1. Any s ∈ H0(Y,O(1) ⊗ Lk) can be written as

s = ue⊗ e⊗kL for some holomorphic function u : B → C. We have

∇js =
∑ (

j

i

)
∇iu⊗∇j−i(e⊗ e⊗kL ).

Therefore,

|∇js|2(p) ≤ C(
∑

|∇iu|2(p)||∇j−i(e⊗ e⊗kL )||2(p)).

On the other hand we have

||∇α(e⊗ e⊗kL )||2(p) ≤
α∑
i=0

(||∇ie||2(p) + kα−i||∇α−ieL||2(p)) ≤ Cαk
α.

Hence

|∇js|2(p) ≤ C ′(
∑

|∇iu|2(p)kj−i).

Applying Theorem 6.1.2 concluds the proof.

For the rest of this section, we fix a positive integer q. We continue with the

notation (Y, ω∞, ω0, ω̃0 ) of section 3. In the rest of this section, we fix the reference

metric ω0 on Y and recall the Definition 5.2.3.

Definition 5.3.4. The sequence of hermitian metrics hk on O(1) ⊗ Lk and ordered

bases s(k) = (s
(k)
1 , ..., s

(k)
N ) for H0(Y,O(1) ⊗ Lk) is called almost balanced of order q

if for any k ∑
|s(k)
i |2hk

= 1
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and ∫
Y

〈s(k)
i , s

(k)
j 〉hkdvolhk

= D(k)δij +M
(k)
ij ,

where D(k) is a scalar so that D(k) → n2/n1 as k → ∞ (See (5.2) and (5.3).), and

M (k) is a trace-free hermitian matrix such that ||M (k)||op = O(k−q−1).

We state the following lemma without proof. The proof is a straightforward

calculation.

Lemma 5.3.5. Let the sequence of hermitian metrics hk on O(1) ⊗ Lk and ordered

bases s(k) = (s
(k)
1 , ..., s

(k)
N ) for H0(Y,O(1)⊗Lk) be almost balanced of order q. Suppose

(5.12) ||ω̃k − ω̃0||Ca(ω̃0) = O(k−1),

where ω̃k = Ric(hk). Then for any ε > 0 there exists a positive integer k0 such that

ω̃k ≥ (1− ε)ω̃0 for k ≥ k0.

Assume that there exist a sequence of almost balanced metrics hk of order q

and bases sk = (s
(k)
1 , ..., s

(k)
N ) for H0(Y,O(1) ⊗ Lk) which satisfies (5.12). As before

ω̃k = Ric(hk). Then Lemma 6.1.4 implies that for k � 0, ω̃k has R-bounded geometry.

Fix k and let B ∈ isu(Nk). Without loss of generality, we can assume that B

is the diagonal matrix diag(λi), where λi ∈ R and
∑
λi = 0. There exists a unique

hermitian metric hB on OPE∗(1)⊗ Lk such that

∑
e2λi|s(k)

i |2hB
= 1.

Let ω̃B = Ric(hB). In the next theorem, we will prove that there exist a constant c

and open balls Uk ⊂ isu(Nk) around the origin of radius ck−(n+a+2) so that if B ∈ Uk,

then hB is R-bounded. More precisely,

Theorem 5.3.6. Suppose that (5.12) holds.
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• There exist c > 0 and k0 > 0 such that if k ≥ k0 and B ∈ isu(Nk) satisfies

||B||op ≤ ck−(n+a+2)R,

then the metric ω̃B is R-bounded.

• There exists c > 0 such that if B ∈ isu(Nk) satisfies

||B||op ≤ k−(n+a+3),

then

||MB||op ≤ ck−1,

where the matrix MB = (MB
ij )is defined by

MB
ij = eλi+λj

∫
Y

〈s(k)
i , s

(k)
j 〉hB

ω̃nB
n!
− Vk
Nk

δij.

Proof. Let hB = eϕBhk. So, we have

1 =
∑

e2λi|s(k)
i |2hB

= eϕB

∑
e2λi|s(k)

i |2hk
.

Hence

ϕB = − log
∑

e2λi|s(k)
i |2hk

= − log
(
1 +

∑
(e2λi − 1)|s(k)

i |2hk

)
.

If ||B||op is small enough, there exists C > 0 so that

||ϕB||Ca+2(ω̃0) ≤ C||B||op

Nk∑
i=1

|∇a+2s
(k)
i |2C0(ω̃0)

and therefore Proposition 5.3.1 implies that

||ϕB||Ca+2(ω̃0) ≤ C||B||opkn+a+2

Nk∑
i=1

∫
Y

|s(k)
i |2hk

ωn0
n!

= C||B||opk
n+a+2

∫
Y

Nk∑
i=1

|s(k)
i |2hk

ωn0
n!

= C||B||opk
n+a+2

∫
Y

ωn0
n!

= c1||B||opkn+a+2
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for some positive constant c1. Now if ||B||op ≤ c−1
1

R−1
2R
k−(n+a+2), then

(5.13) ||ϕB||Ca+2(ω̃0) ≤
R− 1

2R
.

Therefore,

||i∂∂ϕB||C0(ω̃0) ≤
R− 1

2R
,

which implies that

(5.14) i∂∂ϕB ≥ −
R− 1

2R
ω̃0.

In order to show that ω̃B is R-bounded, we need to prove the following:

||ω̃ − ω̃0||Ca(ω̃0) ≤ R,(5.15)

ω̃B ≥
1

R
ω̃0.(5.16)

To prove (5.15), (5.12) and (5.13) imply that for k � 0

||ω̃B − ω̃0||Ca(ω̃0) ≤ ||ω̃B − ω̃k||Ca(ω̃0) + ||ω̃k − ω̃0||Ca(ω̃0)

≤ ||ϕB||Ca+2(ω̃0) + k−1 ≤ R− 1

2R
+ k−1

≤ R.

To prove (5.16), applying Lemma 6.1.4 with ε = R−1
2R

gives

ω̃k ≥
R + 1

2R
ω̃0,

and therefore (5.14) implies

ω̃B −
1

R
ω̃0 = ω̃k + i∂∂ϕB −

1

R
ω̃0 ≥ ω̃k −

R + 1

2R
ω̃0 ≥ 0,

for k � 0.

In order to prove the second part, by a unitary change of basis, we may assume

without loss of generality that the matrix MB is diagonal. By definition

75



MB
ij = eλi+λj

∫
Y

F 〈si, sj〉
ω̃nB
n!
− Vk
Nk

δij,

where

F = e−ϕB
ω̃B

n

ω̃k
n .

We have

MB
ii = e2λi

∫
Y

F |si|2hk

ω̃nk
n!
− Vk
Nk

δij

= e2λi

∫
Y

F |si|2hk

ω̃nk
n!
−

∫
Y

|si|2hk

ω̃nk
n!

+ (M (k))ii

=

∫
Y

(e2λiF − 1)|si|2hk

ω̃nk
n!

+ (M (k))ii.

Therefore,

|MB
ii | ≤ ||e2λiF − 1||∞(

∫
Y

|si|2hk

ω̃nk
n!

) + |(M (k))ii| ≤ C(||e2λiF − 1||∞ + k−q−1).

Define f =
ω̃B

n

ω̃k
n . If ||B||op ≤ k−(n+a+3), then

|f − 1| =
∣∣ ω̃Bn − ω̃k

n

ω̃k
n

∣∣ = O(k−1)

and

|(e2λi−ϕB − 1)| = O(k−1).

Therefore,

||e2λiF − 1|| = ||e2λi−ϕB
ω̃B

n

ω̃k
n − 1|| = ||e2λi−ϕBf − 1||

≤ ||(e2λi−ϕB − 1)(f − 1)||+ ||(f − 1)||

+ ||(e2λi−ϕB − 1)||

= O(k−1),

which implies that

||MB||op = O(k−1).
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Theorem 5.3.7. Suppose that the sequence of metrics hk on O(1) ⊗ Lk and bases

sk = (sk1, ..., s
k
N) for H0(Y,O(1) ⊗ Lk) is almost balanced of order q. Suppose that

(5.12) holds for

ω̃k = Ric(hk) and ωk = Ric(hk)− kω∞.

If q > 5m
2

+ n+ a+ 5, then (Y,O(1)⊗ Lk)admits balanced metric for k � 0.

Proof. Let R > 1 and k be a fixed large positive integer. Let σ ∈ isu(N), where

N = Nk = dimH0(Y,O(1) ⊗ Lk). If ||σ||op ≤ c
2
k−(n+a+3)R, then Theorem 5.3.6

implies that eσs has R-bounded geometry and ||Mσ||op ≤ ε for k � 0, where ε is

the constant in the statement of Theorem 5.2.4. Thus, Theorem 5.2.4 implies that

Λ(eσs(k)) ≤ Ck2m+2 = λ. With the notation of Proposition 5.1.3, we have µ(z0) =

M (k). Therefore

|µ(z0)| = |M (k)| ≤
√
Nk||M (k)||op ≤ C

′
k

m
2
−q.

Letting δ = c
2
k−(n+a+3)R, we have λ|µ(z0)| < δ if q > 5m

2
+ n + a + 5 and k � 0.

Therefore if q > 5m
2

+ n + a + 5 and k � 0, we can apply Proposition 5.1.3 to get

balanced metrics for k � 0.

5.4 Asymptotic Expansion

The goal of this section is to prove Theorem 1.3.2. Theorem 1.3.2 gives an asymptotic

expansion for the Bergman kernel of (PE∗,OPE∗(1) ⊗ π∗Lk). We obtain such an

expansion by using the Bergman kernel asymptotic expansion proved in ([C], [Z]).

Also we compute the first nontrivial coefficient of the expansion. In the next section,

we use this to construct sequence of almost balanced metrics. We start with some

linear algebra.

77



Let (X,ω) be a Kähler manifold of dimension m and E be a holomorphic vector

bundle onX of rank r. Let L be an ample line bundle onX endowed with a Hermitian

metric σ such that Ric(σ) = ω. For any hermitian metric h on E, we define the volume

form

dµg =
ωr−1
g

(r − 1)!
∧ π∗ωm

m!
,

where g = ĥ ,ωg = Ric(g) = Ric(ĥ) and π : PE∗ → X is the projection map. The goal

is to find an asymptotic expansion for the Bergman kernel of OPE∗(1) ⊗ Lk → PE∗

with respect to the L2-metric defined on H0(PE∗,OPE∗(1)⊗π∗Lk). We define the L2-

metric using the fibre metric g ⊗ σ⊗k and the volume form dµg,k defined as follows

(5.17) dµg,k = k−m
(ωg + kω)m+r−1

(m+ r − 1)!
=

m∑
j=0

kj−m
ωm+r−1−j
g

(m+ r − j)!
∧ ωj

j!
.

In order to do that, we reduce the problem to the problem of Bergman kernel

asymptotics on E ⊗Lk → X. The first step is to use the volume form dµg which is a

product volume form instead of the more complicated one dµg,k. So, we replace the

volume form dµg,k with dµg and the fibre metric g ⊗ σk with g(k) ⊗ σk, where the

metrics g(k) are defined on OPE∗(1) by

(5.18) g(k) = k−m(
m∑
j=0

kjfj)g = (fm + k−1fm−1 + ...+ k−mf0)g,

and

(5.19)
ωm+r−1−j
g

(m+ r − j)!
∧ ωj

j!
= fjdµg.

Clearly the L2-inner products L2(g⊗σk, dµg,k) and L2(g(k)⊗σk, dµg) onH0(PE∗,OPE∗(1)⊗

π∗Lk) are the same. The second step is going from OPE∗(1) → PE∗ to E → X. In

order to do this we somehow push forward the metric g(k) to get a metric g̃(k) on

E (See Definition 5.4.4). Then we can apply the result on the asymptotics of the

Bergman kernel on E. The last step is to use this to get the result.

78



Definition 5.4.1. Let ŝk1, ...., ŝ
k
N be an orthonormal basis for H0(PE∗,OPE∗(1)⊗π∗Lk)

w.r.t. L2(g ⊗ σk, dµk,g). We define

(5.20) ρk(g, ω) =
N∑
i=1

|ŝki |2g⊗σk .

Definition 5.4.2. For any (j, j)-form α on X, we define the contraction Λj
ωα of α

with respect to the Kähler form ω by

m!

(m− j)!
α ∧ ωm−j = (Λj

ωα) ωm.

In this section we fix the Kähler form ω on X and therefore simply denote Λj
ωα

by Λjα.

Lemma 5.4.3. Let ν0 be a fixed Kähler form on X. For any positive integer p there

exists a constant C such that for any (j, j)-form γ, we have

||∇p(Λjγ)|| ≤ C

infx∈X |ω(x)m|ν0(x)

(||γ||Cp(ν0) + ||Λjγ||Cp−1(ν0))(
m∑
i=1

||ω||iCp(ν0)).

Proof. Let γ be a (j, j)-form. By definition, we have

(Λjγ) ωm =
m!

(m− j)!
γ ∧ ωm−j.

Therefore for any positive integer p, we have

∇p((Λjγ) ωm) =
m!

(m− j)!
∇p(γ ∧ ωm−j).

Applying Leibnitz rule, we get

p∑
i=0

(
p

i

)
∇i(Λjγ)∇p−iωm =

m!

(m− j)!

p∑
i=0

(
p

i

)
∇iγ ∧∇p−iωm−i.

Thus there exists a positive constant C ′ so that

||∇p(Λjγ)ωm||C0(ν0) ≤ C ′(||ωm||Cp(ν0)||Λjγ||Cp−1(ν0) + ||γ||Cp(ν0)||ωm−j||Cp(ν0)).
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On the other hand there exists constant cp,j such that for any any 0 ≤ j ≤ m− 1,

||ωm−j||Cp(ν0) ≤ cp,j||ω||m−jCp(ν0) ≤ cp,j(
m∑
i=1

||ω||iCp(ν0)).

Hence there exists a constant C such that

||∇p(Λjγ)|| ≤ C

infx∈X |ω(x)m|ν0(x)

(||γ||Cp(ν0) + ||Λjγ||Cp−1(ν0))(
m∑
i=1

||ω||iCp(ν0)).

Definition 5.4.4. For any hermitian form g on OPE∗(1), we define a hermitian form

g̃ on E as follow

(5.21) g̃(s, t) = C−1
r

∫
PE∗x

g(ŝ, t̂ )
ωr−1
g

(r − 1)!
,

for s, t ∈ Ex. (See (2.7) for definition of Cr.)

Notice that if g = ĥ for some hermitian metric h on E, Lemma 2.5.2 implies that

g̃ = h. Define hermitian metrics g̃j’s on E by

(5.22) g̃j(s, t) = C−1
r

∫
PE∗x

fjg(ŝ, t̂)
ωr−1
g

(r − 1)!
,

for s, t ∈ Ex. Also we define Ψj ∈ End(E) by

(5.23) g̃j = Ψjh.

Proposition 5.4.5. Let ν0 be a fixed Kähler form on X as in Lemma 5.4.3. For any

positive numbers l and l′ and any positive integer p, there exists a positive number

Cl,l′,p such that if

||ω||Cp(ν0), ||h||Cp+2(ν0) ≤ l

and

inf
x∈X

|ω(x)m|ν0(x) ≥ l′,

then

||Ψi||Cp(ν0) ≤ Cl,l′,p for any 1 ≤ i ≤ m.

80



Proof. Fix a point p ∈ X. Let e1, ..., er be a local holomorphic frame for E around p

such that

〈ei, ej〉h(p) = δij, d〈ei, ej〉h(p) = 0

and

i

2π
Fh(p) =



ω1 0 · · · 0

0 ω2 · · · 0

...
. . .

...

0 0 · · · ωr


.

Let λ1, ..., λr be the homogeneous coordinates on the fibre. At the fixed point p,

we have

ωg = ωFS,g +

∑
ωi|λi|2∑
|λi|2

.

Therefore,

ωr+j−1
g ∧ ωm−j =

(
r + j − 1

r − 1

)
ωr−1

FS,g ∧
(∑

ωi|λi|2∑
|λi|2

)j ∧ ωm−j.
Definition of fm−j gives

fm−jω
r−1
g ∧ ωm =

(
m

j

)
ωr−1
g ∧

((∑
ωi|λi|2∑
|λi|2

)j ∧ ωm−j)
Hence

fm−jω
r−1
FS,g ∧ ω

m =

(
m

j

)
ωr−1

FS,g ∧
((∑

ωi|λi|2∑
|λi|2

)j ∧ ωm−j).
Therefore,

ωr−1
FS,g ∧

(
fm−jω

m −
(
m

j

)(∑
ωi|λi|2∑
|λi|2

)j ∧ ωm−j) = 0,

which implies
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fm−jω
m =

(
m

j

)(∑
ωi|λi|2∑
|λi|2

)j ∧ ωm−j
=

(
m

j

)∑
j1+···+jr=j

(
j

j1,...,jr

)
ωj11 ∧ · · · ∧ ωjrr |λ1|2j1 . . . |λr|2jr

(
∑
|λi|2)j

∧ ωm−j.

Simple calculation gives∫
Cr−1

|λα|2|λ1|2j1 . . . |λr−1|2jr−1dλ ∧ dλ
(1 +

∑r−1
j=1 |λj|2)r+j+1

=
Crr!j1! . . . jr!(jα + 1)

(r + j)!
,

when j1 + · · ·+ jr = j and 1 ≤ α ≤ r. Hence

g̃m−j(eα, eα) = C−1
r π∗

(
fm−jg(êα, êα)

ωr−1
g

(r − 1)!

)
(5.24)

=
r!

(r + j)!
Λj

( ∑
j1+···+jr=j

(jα + 1)ωj11 ∧ · · · ∧ ωjrr
)
.

From the theory of symmetric functions, one can see that there exist polynomials

Pi(x1, . . . , xj) of degree i such that

Ψm−j = Λj
(
F j
h + P1(c1(h), . . . , cj(h))F

j−1
h + · · ·+ Pj(c1(h), . . . , cj(h))

)
,

where ci(h) is the i th chern form of h. Since ||h||Cp+2(ν0) ≤ l, there exists a positive

constant c′ such that

||F j
h + · · ·+ Pj(c1(h), . . . , cj(h))||Cp(ν0) ≤ c′(1 + l)j.

Therefore Lemma 5.4.3 implies that

||∇pΨm−j|| ≤
C

l′
(c′(1 + l)j + ||Ψm−j||Cp−1(ν0))(1 + l)m,

since

inf
x∈X

|ω(x)m|ν0(x) ≥ l′

and
m∑
i=1

||ω||iCp(ν0) ≤
m∑
i=1

li ≤ (1 + l)m.
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On the other hand

||Ψm−i||Cp(ν0) = ||∇pΨm−j||+ ||Ψm−i||Cp−1(ν0)

≤ C

l′
(c′(1 + l)j + ||Ψm−j||Cp−1(ν0))(1 + l)m + ||Ψm−i||Cp−1(ν0).

Now we can conclude the proof by induction on p.

Lemma 5.4.6. We have the following

1. Ψm = IE.

2. Ψm−1 =
i

2π(r + 1)
(Tr(ΛFh)IE + ΛFh).

Proof. The first part is an immediate consequence of Lemma 2.5.2 and the definition

of Ψm. For the second part, we use the notation used in the proof of Proposition

5.4.5. It is easy to see that for α 6= β, we get g̃m−1(eα, eβ) = 0. On the other hand

by plugging j = 1 in (5.24), we get

g̃m−1(eα, eα) =
1

(r + 1)
(Tr(ΛF ) + Λωα).

The following lemmas are straightforward.

Lemma 5.4.7. g̃ ⊗ σk = g̃ ⊗ σk.

Lemma 5.4.8. Let s1, ..., sN be a basis for H0(X,E). Then

∑
|ŝi([v∗])|2ĥ = Tr

(
Bλ(v∗, h)

)
,

where B =
∑
si ⊗ s∗h

i .
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Proof of Theorem 1.3.2. We define the metric h(k) on E by

(5.25) h(k) =
m∑
j=0

kj−mg̃j = (
m∑
j=0

kj−mΨj)h.

Let Bk(h(k), ω) be the Bergman kernel of E ⊗ Lk with respect to the L2-metric

defined by the hermitian metric h(k)⊗ σk on E ⊗Lk and the volume form ωm

m!
on X.

Therefore, if s1, ..., sN is an orthonormal basis for H0(X,E ⊗Lk) with respect to the

L2(H(k)⊗ σk, ω
m

m!
), then

(5.26) Bk(h(k), ω) =
∑

si ⊗ s
∗

h(k)⊗σk

i ,

We define B̃k(h, ω) as follow

(5.27) B̃k(h, ω) =
∑

si ⊗ s
∗

h⊗σk

i .

Let ŝ1, ...., ŝN be the corresponding basis for H0(PE∗,OPE∗(1)⊗ Lk). Hence,∫
PE∗
〈ŝi, ŝj〉g⊗σkdµg,k =

∫
PE∗
〈ŝi, ŝj〉g⊗σk(

m∑
j=0

kjfj)dµg

=

∫
PE∗
〈ŝi, ŝj〉g(k)⊗σkdµg = Cr

∫
X

〈si, sj〉h(k)⊗σk

ωm

m!
= Crδij.

Therefore 1√
Cr
ŝ1, ....,

1√
Cr
ŝN is an orthonormal basis for H0(PE∗,OPE∗(1)⊗ Lk) with

respect to L2(g ⊗ σk, dµk,g). Hence Lemma 5.4.8 implies

Crρk(g) = Tr
(
λ(v∗, h)B̃k(h, ω)

)
.

Now, in order to conclude the proof, it suffices to show that there exist smooth

endomorphisms Ai ∈ Γ(X,E) such that

B̃k(h, ω) ∼ km + A1k
m−1 + ....

Let Bk(h, ω) be the Bergman kernel of E ⊗ Lk with respect to the L2(h ⊗ σk). A

fundamental result on the asymptotics of the Bergman kernel ([C], [Z]) states that

there exists an asymptotic expansion

Bk(h, ω) ∼ km +B1(h)k
m−1 + ...,
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where

B1(h) =
i

2π
ΛF(E,h) +

1

2
S(ω)IE.

(See also [BBS],[W2].) Moreover this expansion holds uniformly for any h in a

bounded family. Therefore, we can Taylor expand the coefficients Bi(h)’s. We con-

clude that for endomorphisms Φ1, ...,ΦM ,

Bk(h(I +
M∑
i=0

k−iΦi), ω) ∼ km +B1(h)k
m−1+...

Note that B1(h) in the above expansion does not depend on Φi’s and is given as

before by

B1(h) =
i

2π
ΛF(E,h) +

1

2
S(ω)IE.

On the other hand

Bk(h(k), ω) =
∑

si ⊗ s
∗

g̃(k)⊗σk

i = (
∑

si ⊗ s
∗

h⊗σk

i )(
m∑
j=0

kj−mΨj)

= B̃k(h, ω)(
m∑
j=0

kj−mΨj).

Therefore,

B̃k(h, ω) = Bk(h(k), ω)(
m∑
j=0

kj−mΨj)
−1 ∼ km + (B1(h)−Ψm−1)k

m−1 + ...

Notice that Proposition 5.4.5 implies that if h and ω vary in a bounded family and

ω is bounded from below, then Ψ1, ..,Ψm vary in a bounded family. Therefore the

asymptotic expansion that we obtained for B̃k(h, ω) is uniform as long as h and ω

vary in a bounded family and ω is bounded from below.

Proposition 5.4.9. Suppose that ω∞ ∈ 2πc1(L) be a Kähler form with constant

scalar curvature and hHE be a Hermitian-Einstein metric on E, i.e.

Λω∞F(E,hHE) = µIE,
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where µ is the ω∞−slope of the bundle E. We have

A1,1 :=
d

dt

∣∣∣
t=0
A1(hHE(I + tφ), ω∞ + it∂∂η)

=
r + 1

2r
D∗DηIE +

i

2π

(
(Λω∞∂∂Φ + Λ2

ω∞(FhHE
∧ (i∂∂η)))

− 1

r
tr(Λω∞∂∂Φ) + Λ2

ω∞(FhHE
∧ (i∂∂η))

)
,

where D∗D is Lichnerowicz operator (cf. [D3, Page 515]).

Proof. Define

f(t) = Λω∞+it∂∂ηF(hHE(I+tφ))

Therefore, we have

mF(hHE(I+tφ)) ∧ (ω∞ + it∂∂η)m−1 = f(t)(ω∞ + it∂∂η)m.

Differentiating with respect to t at t = 0, we obtain

m∂∂Φ ∧ ωm−1
∞ +m(m− 1)FhHE

∧ (i∂∂η) ∧ ωm−2
∞ = f ′(0)ωm∞ +mf(0)(i∂∂η) ∧ ωm−1

∞ .

Since f(0) = µIE, we get

f ′(0) = Λω∞∂∂Φ + Λ2
ω∞(FhHE

∧ (i∂∂η))− µΛω∞(i∂∂η)IE.

On the other hand (cf. [D3, pp. 515, 516].)

d

dt

∣∣∣
t=0
S(ω∞ + it∂∂η) = D∗Dη.

Proof. First, notice that Γ0(End(E)) = Γ00(End(E))
⊕

C∞0 (X), where Γ00(End(E))

is the space of trace-free endomorphisms of E and C∞0 (X) is the space of smooth
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functions η on X such that
∫
X
ηωm∞ = 0. Assume that A1,1(Φ, η) = 0, where Φ ∈

Γ00(End(E)) and η ∈ C∞0 (X). Hence

r + 1

2r
D∗Dη = 0, and

i

2π

(
(Λω∞∂∂Φ + Λ2

ω∞(FhHE
∧ (i∂∂η)))− 1

r
tr(Λω∞∂∂Φ) + Λ2

ω∞(FhHE
∧ (i∂∂η))

)
= 0

Since Aut(X,L)/C∗ is discrete, the first equation implies that η is constant and

therefore η = 0. So, the second equation reduces to the following

Λω∞∂∂Φ− 1

r
tr(Λω∞∂∂Φ) = 0

It implies that

Λω∞∂∂Φ = 0,

since Φ is traceless. Hence simplicity of E implies that Φ = 0 (cf. [K]).

In order to prove surjectivity let Ψ ∈ Γ0(End(E)). We know that the map

η ∈ C∞0 → D∗Dη ∈ C∞0

is surjective since Aut(X,L)/C∗ is discrete (cf. [D3, pp. 515, 516]). Hence we can

find η0 such that D∗Dη0 = tr(Ψ). On the other hand

i

2π

(
Λ2
ω∞(Fh∞ ∧ (i∂∂η0))−

1

r
tr(Λ2

ω∞(Fh∞ ∧ (i∂∂η0))
)

+ Ψ− 1

r
tr(Ψ) ∈ Γ0(End(E)).

The map

Φ ∈ Γ0(End(E)) → i

2π
Λω∞∂∂Φ ∈ Γ0(End(E))

is surjective since E is simple. Hence, we can find φ0 such that A1,1(φ0, η0) = Ψ.
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5.5 Constructing almost balanced metrics

Let h∞ be a hermitian metric on L such that ω∞ = Ric(h∞) be a Kähler form with

constant scalar curvature and hHE be the corresponding Hermitian-Einstein metric

on E, i.e.

Λω∞F(E,hHE) = µIE,

where µ is the slope of the bundle E. Let ω0 = Ric(ĥHE). After tensoring by high

power of L, we can assume without loss of generality that ω0 is a Kähler form on PE∗.

We fix an integer a ≥ 4. In order to prove the following, we use ideas introduced by

Donaldson in ([D3, Theorem 26])

Theorem 5.5.1. Suppose Aut(X,L) is discrete. There exist smooth functions η1, η2, ...

on X and smooth endomorphisms Φ1,Φ2, ... of E such that for any positive integer q

if

νk,q = ω∞ + i∂∂(

q∑
j=1

k−jηj)

and

hk,q = hHE(IE +

q∑
j=1

k−jΦj),

then

(5.28) B̃k(hk,q, νk,q) =
CrNk

k−mVk
(IE + δq),

where ||δq||Ca+2 = O(k−q−1) and Vk = V ol(PE∗,OPE∗(1)⊗Lk) is a topological invari-

ant.

Proof. The error term in the asymptotic expansion is uniformly bounded in Ca+2 for

all h and ω in a bounded family. Therefore there exists a positive integer s depends
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only on p and q such that

Ap(h(1 + Φ), ω + i∂∂η) = Ap(h, ω) +

q∑
j=1

Ap,j(Φ, η)(5.29)

+O(||(Φ, η)||q+1
Cs ),

where Ap,j are homogeneous polynomials of degree j , depending on h and ω, in Φ

and η and its covariant derivatives. Let Φ1, ...,Φq be smooth endomorphisms of E

and η1, ..., ηq be smooth functions on X. We have

Ap(h(1 +

q∑
j=1

k−jΦj), ω + i∂∂(

q∑
j=1

k−jηj))(5.30)

= Ap(h, ω) +

q∑
j=1

bp,jk
−j +O(k−q−1),

where bp,j’s are multi linear expression on Φi’s and ηi’s.

Hence

B̃k(h(1 +

q∑
j=1

k−jΦj), ω + i∂∂(

q∑
j=1

k−jηj))(5.31)

= km + A1(h, ω)km−1 + ....

+ (Aq(h, ω) + bq−1,1 + ...+ b1,q−1)k
m−q +O(km−q−1).

We need to choose Φj and ηj such that coefficients of km, ...km−q in the right hand side

of (5.31) are constant. Donaldson’s key observation is that ηp and φp only appear in

the coefficient of km−p in the form of A1,1(φp, ηp). Hence, we can do this inductively.

Assume that we choose η1, η2, ...ηp−1 and Φ1,Φ2, ...,Φp−1 so that the coefficients of

km, ...km−p+1 are constant. Now we need to choose ηp and Φp such that the coefficient

of km−p is constant. This means that we need to solve the equation

(5.32) A1,1(Φp, ηp)− cpIE = Pp−1,

for Φp, ηp and the constant cp. In this equation Pp−1 is determined by Φ1, ...,Φp−1

and η1, ..., ηp−1. Corollary ?? implies that we can always solve the equation (5.32).
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Proof. Let gk,q = ĥk,q. By Theorem 5.5.1, We have

ρk(gk,q, νk,q) =
Nk

k−mVk
Tr(λ(v∗, hk,q)(IE + δq))

=
Nk

k−mVk
(1 + Tr(λ(v∗, hk,q)δq))).

The first part of corollary is proved, since hk,q is bounded and ||δk,q||Ca+2 = O(k−q−1).

Define ω̃0 = ω0 + kω∞. For the second part, we have

||ωgk,q
+ kνk,q − (ω0 + kω∞)||Ca(ω̃0) ≤ ||ωgk,q

− ω0||Ca(ω̃0) + k||νk,q − ω∞||Ca(ω̃0)

≤ ||ωgk,q
− ω0||Ca(ω0) + k||νk,q − ω∞||Ca(kω∞)

= ||ωgk,q
− ω0||Ca(ω0) + ||νk,q − ω∞||Ca(ω∞)

= O(k−1).

Notice that by definition, we have

||ωgk,q
− ω0||Ca(ω0) = O(k−1),

||νk,q − ω∞||Ca(ω∞) = O(k−1).

5.6 Proof of Theorem 1.3.1

In this section, we prove Theorem 1.3.2. In order to do that, we want to apply

Theorem 5.3.7. Hence, we need to construct a sequence of almost balanced metrics

on PE∗,OPE∗(1)⊗L⊗k. Also, we need to show that PE∗ has no nontrivial holomorphic

vector fields.

Proposition 5.6.1. Let E be a holomorphic vector bundle over a compact Kähler

manifold X. Suppose that X has no nonzero holomorphic vector fields. If E is stable,

then PE∗ has no nontrivial holomorphic vector fields.
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Proof. Let TF be the sheaf of tangent vectors to the fibre of π. We have the following

exact sequence over PE:

0 → TF → TPE∗ → π∗TX → 0.

This gives the long exact sequence

0 → H0(PE∗, TF ) → H0(PE∗, TPE∗) → H0(PE∗, π∗TX) → . . .

Since H0(PE∗, π∗TX) = 0 , we have

H0(PE∗, TF ) ' H0(PE∗, TPE∗)

On the other hand, π∗TF may be identified with the sheaf of trace free endomorphisms

of E. Therefore by simplicity of E (cf. [K])

H0(PE∗, TF ) ' H0(X, π∗TF ) = 0.

Proof of Theorem 1.3.1. Since Chow stability is equivalent to the existence of bal-

anced metric, it suffices to show that (PE∗,OPE∗(1)⊗ π∗Lk) admits balanced metric

for k � 0. Fix a positive integer q. From now on we drop all indexes q for simplic-

ity. Let σk = σk,q be a metric on L such that Ric(σk) = νk, where νk = νk,q is the

one in the statement of Theorem 5.1.2. Let t1, ..., tN be an orthonormal basis for

H0(PE∗,OPE∗(1)⊗Lk) w.r.t. L2(gk⊗σ⊗kk ,
(ωgk

+kνk)m+r−1

(m+r−1)!
). Thus, Corollary ?? implies

∑
|ti|2gk⊗σ⊗k

k

=
Nk

Vk
(1 + εk).

Define g
′

k = Vk

Nk
(1 + εk)

−1gk. We have

∑
|ti|2g′k⊗σ⊗k

k

= 1.
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This implies that the metric g
′

k is the Fubini-Study metric on OPE∗(1)⊗Lk induced by

the embedding ιt : PE∗ → PN−1, where t = (t1, ..., tN). We prove that this sequence

of embedding is almost balanced of order q, i.e∫
PE∗
〈ti, tj〉g′k⊗σ⊗k

k

(ωg′k
+ kνk)

m+r−1

(m+ r − 1)!
= D(k)δij +Mij,

where M (k) = [Mij] is a trace free hermitian matrix, D(k) → Cr as k → ∞ and

||M (k)||op = O(k−q−1).

M
(k)
ij =

∫
PE∗
〈ti, tj〉g′k⊗σ⊗k

k

(ωg′k
+ kνk)

m+r−1

(m+ r − 1)!

− Vk
Nk

∫
PE∗
〈ti, tj〉gk⊗σ⊗k

k

(ωgk
+ kνk)

m+r−1

(m+ r − 1)!

=
Vk
Nk

∫
PE∗
〈ti, tj〉gk⊗σ⊗k

k
(fk(1 + εk)

−1 − 1)
(ωgk

+ kνk)
m+r−1

(m+ r − 1)!
,

where

(ωg′k
+ kνk)

m+r−1 = fk(ωgk
+ kνk)

m+r−1.

By a unitary change of basis, we may assume without loss of generality that the

matrix M (k) is diagonal. Thus

||M (k)||op ≤
Vk
Nk

||fk(1 + εk)
−1 − 1||L∞ .

On the other hand,

||ωg′k − ωgk
||C0(ω0) = ||∂∂ log(1 + εk)||C0(ω0)

≤ || log(1 + εk)||C2(ω0).

≤ − log(1− C||εk||C2(ω0))

= O(k−q−1).
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Therefore,

||fk − 1||∞ =
∣∣∣ωm+r−1

g
′
k

− ωm+r−1
gk

ωm+r−1
gk

∣∣∣ =
∣∣∣ωm+r−1

g
′
k

− ωm+r−1
gk

ωm+r−1
0

ωm+r−1
0

ωm+r−1
gk

∣∣∣
≤ Ck−q−1

∣∣∣ωm+r−1
0

ωm+r−1
gk

∣∣∣.
This implies that

||fk − 1||∞ ≤ Ck−q−1,

since
∣∣∣ωm+r−1

0

ωm+r−1
gk

∣∣∣ is bounded. Hence

||fk(1 + εk)
−1 − 1|| ≤ C

′
k−q−1.

Therefore

||M (k)||op = O(k−q−1).

Proposition 5.6.1 implies that PE∗ has no nontrivial holomorphic vector fields.

Therefore, applying Theorem 5.3.7 and (??) conclude the proof.
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Chapter 6

One Dimensional Case

6.1 Almost balanced metrics

In this section, we start with a sequence of balanced metrics hk on E ⊗Lk. Then we

prove that the sequence of metrics ĥk on OPE∗(1))⊗ Lk are balanced up to an error

term which is exponentially small as k becomes large. This is the content of Theorem

6.1.6.

As before let (X,ω0) be a compact Kähler manifold of dimension n and (L, g) be

an ample holomorphic hermitian line bundle over X such that Ric(g) = ω0. Let E be

a holomorphic vector bundle of rank r and degree d over X. We also assume that E

is very ample.

We have the following theorem due to Catlin and Zelditch.([C], [Z])

Theorem 6.1.1. If sk1, ....s
k
Nk

be an ONB for H0(X,E⊗Lk) with respect to the inner

product

〈s, t〉 =

∫
X

〈s(x), t(x)〉h⊗g⊗k

ωn0
n!
,

then we have the following complete asymptotic of the Bergman kernel
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Bk(h) =
∑

ski ⊗ (ski )
∗ = kn + A1k

n−1 + ...

The relation between stability and the existence of balanced metrics comes from

the following theorem of Wang.

Theorem 6.1.2. ([?],[W2, Theorem 1.2]) The bundle E is Gieseker stable if and

only if there exists balanced metrics hk on E ⊗ Lk for k � 0. In addition if there

exists a Hermitian metric h∞ on E such that hk → h∞, then

i

2π
ΛF(E,h∞) +

1

2
S(ω∞)IE =

( d

V r
+
s

2

)
IE,

where hk = hk ⊗ g⊗(−k)
∞ , S(ω∞) is the scalar curvature of ω∞ and s = 1

V

∫
X
S(ω∞)ω

n
∞
n!

. Conversely, if h∞ solves the above equation, then hk → h∞.

One can say more in the following special case

Theorem 6.1.3. Assume X is a compact Riemann surface and ω∞ is a Kähler form

of constant curvature on X. Also assume that

i

2π
F(E,h∞) = ω∞IE.

Then

||hk − h∞||C2(h∞) = O(k−∞).

The proof is straight forward from following lemmas.

Lemma 6.1.4. Assume that A1, ...Aq are constant and E is stable. If q is big enough,

then there exists a sequence of balanced metrics hk on E ⊗ Lk for k � 0 such that

||h− hk ⊗ g⊗(−k)||Ca(h) = O(k3+ 13n
2

+a
2
−q).
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Proof. First we claim that

Bk(h) =
χ(k)

rV
(IE + σk),

where ||σk||Ca = O(kn−q−1).

In order to prove this, we observe that there exists a smooth section A(x) of

End(E) such that

Bk(h) = kn + A1k
n−1 + ....+ Aqk

n−q + A(x)kn−q−1.

The bundle E is stable and Aj’s are constant sections of End(E). Therefore there

exist numbers a1, ..., aq such that Aj = ajIE. On the other hand∫
X

tr(Bk(h)
ωn∞
n!

= χ(k)V,

where V =
∫
X

ωn
∞
n!
. Therefore

Bk(h)−
χ(k)

rV
IE =

(
A(x)− 1

rV

∫
X

A(x)IE

)
kn−q−1.

Define h(k) = h, we have

Bk(h(k)) =
χ(k)

rV
(I + σk),

where ||σk||Ca = O(kn−q−1). Now Wang’s argument ([W2, page 276]) implies that

‖ 1

k
ωk − ω∞ ‖Ca(ω∞)= O(k

−n
2

+r+1−q).

Lemma 6.1.5. In the situation of Theorem 6.1.3, all coefficients Ai’s are constant.

Using canonical isomorphism H0(PE∗,OPE∗(1)) = H0(X,E), any hermitian met-

ric h on E ⊗ Lk gives a Hermitian metric ĥ on OE∗(1) ⊗ Lk. The main goal of this

section is proving the following
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Theorem 6.1.6. Assume X is a compact Riemann surface and ω∞ is a Kähler form

of constant curvature on X. Also assume that

i

2π
F(E,h∞) = ω∞IE.

Let s
(k)
1 , ..., s

(k)
Nk

be a basis for H0(X,E ⊗ L⊗k) such that

Nk∑
i=1

s
(k)
i ⊗ (s

(k)
i )∗h(k) = Id

∫
X

〈s(k)
i , s

(k)
j 〉h(k)ω∞ =

rV ol(X,ω∞)

Nk

δij.

Then ∫
PE∗
〈ŝ(k)
i , ŝ

(k)
j 〉ĥ(k)dV olĥ(k) = DkI +Mk,

where Dk
Nk

rVk
→ 1 as k → ∞ and Mk is a traceless Hermitian matrix such that

||Mk||op = o(k−∞). Here Vk =
∫

PE∗ c1(OE∗(1)⊗ Lk)r.

Let V be a complex vector space of dimension r. Recall that there is a natural

isomorphismˆ: V → H0(PV ∗,OPV ∗(1)), which sends v ∈ V to v̂ ∈ H0(PV ∗,OPV ∗(1))

so that for any f ∈ V ∗, v̂(f) = f(v). Also any hermitian inner product h on V induces

a hermitian metric ĥ on H0(PV ∗,OPV ∗(1)). We have the following.

Lemma 6.1.7. Let h0 and h be Hermitian inner products on V . If ||h− h0||h0 ≤ ε,

then ||ĥ− ĥ0||C2(ĥ0) ≤ ε.

Lemma 6.1.8. Let X be a Kähler manifold of dimension n and ω0 and ω be two

Kähler forms on X. If ||ω − ω0||C0(ω0) ≤ ε, then |ω
n−ωn

0

ωn
0
| ≤ εn

Proof.

Proposition 6.1.9. If ||h− h0||h0 ≤ ε, then for any v, w ∈ V , we have∣∣∣ ∫
PV ∗
〈v̂, ŵ〉ĥ

ωr−1
FS,h0

(r − 1)!
− Cr〈v, w〉h

∣∣∣ ≤ εrV |v|h|w|h,

where V is the volume of the projective space with respect to the standard Fubini-Study

volume form.
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Proof. ∣∣∣ ∫
PV ∗
〈v̂, ŵ〉ĥ

ωr−1
FS,h0

(r − 1)!
− Cr < v,w >h

∣∣∣
=

∣∣∣ ∫
PV ∗
〈v̂, ŵ〉ĥ

ωr−1
FS,h0

(r − 1)!
−

∫
PV ∗
〈v̂, ŵ〉ĥ

ωr−1
FS,h

(r − 1)!

∣∣∣
=

∣∣∣ ∫
PV ∗
〈v̂, ŵ〉ĥ

( ωr−1
FS,h0

(r − 1)!
−

ωr−1
FS,h

(r − 1)!

)∣∣∣
≤

∫
PV ∗

∣∣∣〈v̂, ŵ〉ĥ∣∣∣∣∣∣ ωr−1
FS,h0

(r − 1)!
−

ωr−1
FS,h

(r − 1)!

∣∣∣
≤ εr

∫
PV ∗

|v̂|ĥ|ŵ|ĥ
ωr−1
FS,h0

(r − 1)!
≤ εr|v|h|w|hV

Let (X,ω∞) be a Kähler manifold of dimension n and E be a holomorphic vector

bundle on X of rank r and degree d. The slope of E is defined by µ = d/r.

Similar to the case of vector spaces, we have the natural isomorphismH0(PE∗,OPE∗(1)) =

H0(X,E). Also, for any Hermitian metric h on E, we have a Hermitian metric ĥ on

OPE∗(1).

Lemma 6.1.10. Let h0 and h be Hermitian metrics on E. If ||h − h0||C2(h0) ≤ ε,

then ||ĥ− ĥ0||C2(ĥ0) ≤ ε.

Proof. Without loss of generality, we can assume that E = X × Cr and ho is the

standard metric on Cr. Let e1, ..., er be the standard basis for Cr and ξ1, ..., ξr be the

homogenous coordinate on Pr−1. Let hij = h(ei, ej) and εij = hij − δij. There exists

a function ϕ on PE∗ such that ĥ = eϕĥ0. We have

ϕ = − log

∑
ξiξjh

ij∑
|ξi|2

= − log
(
1 +

∑
ξiξjεij∑
|ξi|2

)
.

Define the function f(z, ξ) =
∑
ξiξjεij(z)∑
|ξi|2 . Hence, there exists a constant C such that

|ϕ|Cα = | log(1 + f)|Cα ≤ log(1 + C|f |Cα) ≤ C ′|f |Cα .
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Now since ||h− h0||C2(h0) ≤ ε, we have |εij|C2 ≤ ε which implies that |f |C2 ≤ C
′
ε.

Let h be a metric on E and s1, ..., sN be a basis for H0(X,E). Let ŝ1, ..., ŝN be

the corresponding basis for H0(PE∗,OPE∗(1)). Assume that we have∫
X

〈si, sj〉h
ωn∞
n!

=
rV ol(X,ω∞)

N
δij.

One would expect that the matrix [
∫

PE∗〈ŝi, ŝj〉ĥdvolĥ] be close to a scalar matrix.

Indeed, we can prove it in some special case.

Proposition 6.1.11. Let h∞ be a Hermitian metric on E such that iFh∞ = µω∞Id,

where µ = d/r. If ||h− h∞||C2(h∞) ≤ ε, then∣∣∣ ∫
PE∗
〈ŝi, ŝj〉ĥdvolĥ − C ′Cr−1µ

n rV ol(X,ω∞)

N
δij

∣∣∣ ≤
(
εn+r−1V ol(PE∗) + C ′µnεr−1VPr−1V ol(X)

)
max |si(z)|2h

where C ′ is a constant depends only on r.

Proof. Fix a point p in X. Let e1, ..., er be a holomorphic local frame for E such that

at the point p, h∞(ei, ej) = δij and dh∞(ei, ej) = 0. Any e∗ ∈ E∗
p can be written as

e∗ =
∑
ξie

∗
i . So, we have a local coordinate ξ1, ...ξr−1 on fibres. Direct computation

yields

dvolĥ∞ = C ′µn
dξ1 ∧ dξ1 ∧ .... ∧ dξr−1 ∧ dξr−1

(1 + |ξ|2)r
∧ ωn∞
n!

Put C = C ′µn. Therefore,∫
PE∗
〈ŝi, ŝj〉ĥ∞dvolĥ∞ = CCr−1

∫
X

〈si, sj〉h∞dvolh∞ .

Now, we have

∣∣∣ ∫
PE∗
〈ŝi, ŝj〉ĥdvolĥ − CCr−1

rV ol(X,ω∞)

N
δij

∣∣∣
99



=
∣∣∣ ∫

PE∗
〈ŝi, ŝj〉ĥdvolĥ − CCr−1

∫
X

〈si, sj〉hdvolh∞
∣∣∣

≤
∣∣∣ ∫

PE∗
〈ŝi, ŝj〉ĥdvolĥ −

∫
PE∗
〈ŝi, ŝj〉ĥdvolĥ∞

∣∣∣
+

∣∣∣ ∫
PE∗
〈ŝi, ŝj〉ĥdvolĥ∞ − CCr−1

∫
X

〈si, sj〉hdvolh∞
∣∣∣

≤
∫

PE∗

∣∣∣〈ŝi, ŝj〉ĥ∣∣∣∣∣∣dvolĥ − dvolĥ∞

∣∣∣
+

∣∣∣C ∫
PE∗
〈ŝi, ŝj〉ĥ

ωFS,h∞
(r − 1)!

dvolh∞ − CCr−1

∫
X

〈si, sj〉hdvolh∞
∣∣∣

=

∫
PE∗

∣∣∣〈ŝi, ŝj〉ĥ∣∣∣∣∣∣dvolĥ − dvolĥ∞

∣∣∣
+C

∣∣∣ ∫
X

( ∫
Fibre

〈ŝi, ŝj〉ĥ
ωFS,h∞
(r − 1)!

− Cr−1〈si, sj〉h
)
dvolh∞

∣∣∣
≤ εn+r−1 max |si(z)|2V ol(PE∗) + CVPr−1εr−1

∣∣∣ ∫
X

|si|h|sj|hdvolh∞
∣∣∣

≤
(
εn+r−1V ol(PE∗) + Cεr−1VPr−1V ol(X)

)
max |si(z)|2h

Corollary 6.1.12. Let t1, ..., tM be a basis for H0(X,E⊗L⊗k) and h be a Hermitian

metric on E ⊗ L⊗k such that∫
X

〈ti, tj〉h
ωn∞
n!

=
rV ol(X,ω∞)

M
δij.

Let t̂1, ..., t̂m be the corresponding basis for H0(PE∗,OPE∗(1)⊗L⊗k). If ||h⊗ g⊗(−k)−

h∞||C2(h∞) ≤ ε, then

∣∣∣ ∫
PE∗
〈t̂i, t̂j〉ĥdvolĥ − CCr−1

rV ol(X,ω∞)

M
δij

∣∣∣ ≤(
εn+r−1V ol(PE∗,OPE∗(1)⊗ L⊗k) + Cεr−1VPr−1V ol(X)

)
max |ti(z)|2h
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Proof. Put ω̃∞ = (k + 1)ω∞ and h̃∞ = h∞ ⊗ g⊗k. We have,

iFh̃∞ = iFh∞ + kω∞I =
µ+ k

k
ω̃∞Id = µ′ω̃∞Id.

On the other hand, ||h ⊗ g⊗(−k) − h∞||C2(h∞) ≤ ε implies that ||h − h̃∞||C2(h̃∞)
≤ ε.

Applying the previous proposition gives the estimate.

Proof of Theorem 6.1.6. We define ω(k) = Ric(ĥ(k)), ωk = Ric(ĥk) and ω = Ric(ĥ∞).

Let ŝ
(k)
1 , ..., ŝ

(k)
Nk

be the corresponding basis for H0(PE∗,OPE∗(1)⊗L⊗k). The equation

Nk∑
i=1

s
(k)
i ⊗ (s

(k)
i )∗h(k) = Id

implies that ∑
|ŝ(k)
i |2ĥ(k)

= 1

By Theorem 6.1.3, we have ||hk − h∞||C2(h∞) = O(k−∞), since ω∞ has constant

curvature. So Corollary 6.1.12 implies

∣∣∣ ∫
PE∗
〈ŝ(k)
i , ŝ

(k)
j 〉ĥ(k)dvolĥ(k) −

V ol(PE∗,OPE∗(1)⊗ L⊗k)

Nk

δij

∣∣∣ = O(k−∞).
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