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The aim of theory really is, to a great extent, that
of systematically organizing past experience in
such a way that the next generation, our students
and their students and so on, will be able to
absorb the essential aspects in as painless a way
as possible, and this is the only way in which you
can go on cumulatively building up any kind of
scientific activity without eventually coming to a
dead end.

M.F. Atiyah, “How research is carried out”
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Preface

Atiyah described mathematics as the “science of analogy”; in this vein, the purview of
category theory is mathematical analogy. Specifically, category theory provides a mathe-
matical language that can be deployed to describe phenomena in any mathematical context.
Perhaps surprisingly given this level of generality, these concepts are neither meaningless
and nor in many cases so clearly visible prior to their advent. In part, this is accomplished
by a subtle shift in perspective. Rather than characterize mathematical objects directly, the
categorical approach emphasizes the morphisms, which give comparisons between objects
of the same type. Structures associated to particular objects can frequently be character-
ized by their universal properties, i.e., by the existence of certain canonical morphisms to
or from other objects of a similar form.

A great variety of constructions can be described in this way: products, kernels, and
quotients for instance are all limits or colimits of a particular shape, a characterization that
emphasizes the universal property associated to each construction. Tensor products, free
objects, and localizations are also uniquely characterized by universal properties in appro-
priate categories. Important technical differences between particular sorts of mathematical
objects can be described by the distinctive properties of their categories: that rings have all
limits and colimits while fields have few, that certain classes maps are monomorphisms or
epimorphisms. Constructions that take one type of mathematical object to objects of an-
other type are often morphisms between categories, called functors. In contrast with earlier
numerical invariants in topology, functorial invariants (the fundamental group, homology)
tend both to be more easily computable and also provide more precise information. Func-
tors can then be said to preserve particular categorical structures, or not. Of particular
interest is when a functor describes an equivalence of categories, which means that objects
of the one sort can be translated into and reconstructed from objects of another sort.

Category theory also contributes new proof techniques, such as diagram chasing or
duality; Steenrod called these methods “abstract nonsense.”1 The aim of this course will be
to introduce the language, philosophy, and basic theorems of category theory. A comple-
mentary objective will be to put this theory into practice: studying functoriality in algebraic
topology, naturality in group theory, and universal properties in algebra.

Practitioners often assert that the hard part of category theory is to state the correct
definitions. Once these are established and the categorical style of argument is sufficiently
internalized, proving the theorems tends to be relatively easy.2 The relative simplicity of the
proofs of major theorems occasionally leads detractors to assert that there are no theorems
in category theory. This is not at all the case! Counterexamples abound in the text that

1Contrary to popular belief, this was not intended as an epithet.
2A famous exercise in Serge Lang’s Algebra asks the reader to “Take any book on homological algebra, and

prove all the theorems without looking at the proofs given in that book” [Lan84, p. 175]. Homological algebra
is the subject whose development induced Eilenberg and Mac Lane to introduce the general notions of category,
functor, and natural transformation.
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2 PREFACE

follows. A list of further major theorems, beyond the scope of this course, will appear
eventually in an epilogue.

Preview

It is difficult to preview the main theorems in category theory because we are not yet
fluent in the language needed to state them. Instead, here are a few corollaries, results
in other areas of mathematics that follow trivially, as special cases of general categorical
results.
Corollary. In a path connected space, any choice of basepoint yields an isomorphic fun-
damental group.

Corollary. Every row operation on matrices with k rows is defined by left multiplication
by some k × k matrix.

Corollary. For any pair of sets X and Y and any function f : X × Y → R

sup
x∈X

inf
y∈Y

f (x, y) ≤ inf
y∈Y

sup
x∈X

f (x, y).

The following three results are corollaries of the same theorem:
Corollary. For any function f : A → B, the inverse image f −1 : P(B) → P(A), a function
between the powersets of A and B, preserves both unions and intersections, while the direct
image f∗ : P(A)→ P(B) only preserves unions.

Corollary. For any vector spaces U,V,W, U ⊗ (V ⊕W) � (U ⊗ V) ⊕ (U ⊗W).
Corollary. The free group on the set X

∐
Y is the free product of the free groups on the

sets X and Y.

Corollary. Any bijective continuous function between compact Hausdorff spaces is a
homeomorphism.

Notational conventions

An arrow symbol “→”, either in a display or in text, will only ever be used to denote
a morphism in the appropriate category. The symbol “ 7→”, read as “maps to,” will appear
occasionally when defining a function between sets by specifying its action on particular
elements. The symbol “ ” will be used in a less technical sense to mean something
along the lines of “yields” or “leads to” or “can be used to construct.” We use “⇒” as an
abbreviation for a parallel pair of morphisms, i.e., for a pair of morphisms with common
domain and codomain.

One usage of italics will be to highlight technical terms; boldface will signal that a
technical term is being defined by its surrounding text.
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CHAPTER 1

Categories, Functors, Natural Transformations

A group extension of an abelian group H by an abelian group G consists of a group E
together with an inclusion of G ↪→ E as a normal subgroup and a surjective homomorphism
E � H that displays H as the quotient group E/G. This data is typically displayed in a
diagram of group homomorphisms:

0→ G → E → H → 0.1

A pair of group extensions E and E′ of G and H are considered to be equivalent whenever
there is an isomorphism E � E′ that commutes with the inclusions of G and quotient maps
to H, in a sense that we will make precise in §1.6. When we restrict consideration to
extensions E that are abelian groups, the set of equivalence classes of extensions of H by
G defines an abelian group Ext(H,G).

In 1941, Saunders Mac Lane gave a lecture at the University of Chicago in which
he computed that Ext(Gp,Z) = Zp, the group of p-adic integers, where Gp is the abelian
group generated by elements g1, g2, . . . so that pgn+1 = gn, for p a fixed prime. When he
explained this result to Samuel Eilenberg, who had missed the lecture, Eilenberg recog-
nized the calculation as the homology of the p-adic solenoid, a space formed as the infinite
intersection of a sequence of solid tori, each wound around p times inside the preceding
torus. In teasing apart this connection, the pair of them discovered what is now known as
the universal coefficient theorem in algebraic topology, which relates the homology H∗
and cohomology groups H∗ associated to a space X via a group extension [ML05]:

(1.0.1) 0→ Ext(Hn−1(X),G)→ Hn(X,G)→ Hom(Hn(X),G)→ 0.

To obtain the most general form of the universal coefficient theorem, Eilenberg and
Mac Lane needed to show that certain isomorphisms of abelian groups expressed by this
group extension extend to spaces constructed via direct or inverse limits. And indeed this
is the case, precisely because the homomorphisms in the diagram (1.0.1) are natural with
respect to continuous maps between topological spaces.

The adjective “natural” had been used colloquially by mathematicians to mean some-
thing on the lines of “defined without respect to particular choices.” For instance, to define
an isomorphism between a finite dimensional vector space V and its dual, the vector space
of linear maps from V to the ground field k, requires a choice of basis. However, there is
an isomorphism between V and its double dual that requires no choice of basis; the latter,
but not the former, is natural.

1The zeros appearing on the ends provide no additional data. Instead, the first zero implicitly asserts that
the map G → E is an inclusion and the second that the map E → H is a surjection. More precisely, the displayed
sequence of group homomorphisms is exact, meaning that the kernel of each homomorphism equals the image of
the preceeding homomorphism.
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6 1. CATEGORIES, FUNCTORS, NATURAL TRANSFORMATIONS

To give a rigorous proof that their particular natural isomorphisms extended to inverse
and direct limits, Eilenberg and Mac Lane sought to give a mathematically precise defi-
nition of the informal concept of “naturality.” To that end, they introduced the notion of
a natural transformation, a parallel collection of homomorphisms between abelian groups
in this instance. To characterize the source and target of a natural transformation, they
introduced the notion of a functor.2 And to define the source and target of a functor in
the greatest generality, they introduced the concept of a category. This work, described in
“The general theory of natural equivalences” [EM45], published in 1945, marked the birth
of category theory.

While categories and functors were first conceived as auxiliary notions, needed to give
a precise meaning to the concept of naturality, they have grown into interesting and impor-
tant concepts in their own right. Categories suggest a particular perspective to be used
in the study of mathematical objects, which we will gradually explore. Functors, which
translate mathematical objects of one type into object of another, have a more immediate
utility. For instance, the Brouwer fixed point theorem translates a seemingly intractable
problem in topology to a trivial one (0 , 1) in algebra. It is to these topics that we now
turn.

The axioms defining a category, introduced in §1.1, when suitably interpretted, are
self-dual. This duality, in analogy with the duality in projective plane geometry, can be
formulated precisely in first-order logic. Thus, as we describe in §1.2, for any proof of a
theorem about all categories from these axioms, there is a dual proof of the dual theorem
obtained by a syntactic process that is interpreted as “turning around all the arrows.”

Functors and natural transformations are introduced in §1.3 and §1.4 with examples
intended to shed light on the linguistic and practical utility of these concepts. The category-
theoretic notions of isomorphism, monomorphism, and epimorphism are invariant under
certain classes of functors, including in particular the equivalences of categories, intro-
duced in §1.5. At a high level, an equivalence of categories provides a precise expression
of the intuition that one type of mathematical objects are “the same as” objects of another
variety.

At its origins, category theory, in addition to providing a new language to describe
emerging mathematical phenomena, also introduced a new proof technique: that of the
diagram chase. The introduction to the influential book [ES52] introduces the notion of
commutative diagram, a new technique of proof appropriate for their axiomatic treatment
of homology theory. §1.6 provides an introduction to the art of the diagram chase. These
techniques are put to use to define the vertical and horizontal composition operations for
natural transformations.

1.1. Abstract and concrete categories

It frames a possible template for any
mathematical theory: the theory should have
nouns and verbs, i.e., objects, and morphisms,
and there should be an explicit notion of
composition related to the morphisms; the theory
should, in brief, be packaged by a category.

Barry Mazur, “When is one thing equal to some
other thing?”

2A brief account of functors and natural isomorphisms in group theory appeared in a 1942 paper [EM42b].
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Definition 1.1.1. A category consists of

• a collection of objects X,Y,Z, . . .
• a collection of morphisms f , g, h, . . .

so that:

• Each morphism has a specified domain and codomain among the collection of ob-
jects. The notation f : X → Y signifies that f is a morphism with domain X and
codomain Y .

• Each object has a designated identity morphism 1X : X → X.
• For any composable pair of morphisms, i.e., for any pair f , g with the codomain of

f equal to the domain of g, there exists a specified composite morphism3 g f whose
domain is equal to the domain of f and whose codomain is equal to the codomain of
g, i.e.:

f : X → Y, g : Y → Z  g f : X → Z.

This data is subject to the following two axioms:

• For any f : X → Y , the composites 1Y f and f 1X are both equal to f .
• For any composable triple of morphisms f , g, h, the composites h(g f ) and (hg) f are

equal and henceforth will be denoted by hg f .

f : X → Y, g : Y → Z, h : Z → W  hg f : X → W.

That is, the composition law is associative and unital with the identity morphisms serving
as two-sided identities.

A more efficient definition is possible. The objects of a category are in bijective cor-
respondence with the identity morphisms, which are uniquely determined by the property
that they serve as two-sided identities for composition. Thus, one can define a category
to be a collection of morphisms with a partially-defined composition operation that has
certain special morphisms, which are used to recognize composable pairs and which serve
as two-sided identities [FS90, §1.1]. But in practice it is not so hard to specify both the
objects and the morphisms and this is what we shall do.

It is traditional to name a category after its objects; in most cases, the appropriate
accompanying choice of structure-preserving morphisms is clear. However, this practice is
somewhat contrary to the basic philosophy of category theory: that mathematical objects
should always be considered in tandem with the morphisms between them. As we have
seen, the category can be recovered from the algebra of morphisms so of the two, the
objects and morphisms, the morphisms take primacy.
Examples 1.1.2. Many familiar varieties of mathematical objects assemble into a category.

(i) Set has sets as its objects and functions, with specified domain and codomain,4

as its morphisms.
(ii) Top has topological spaces as its objects and continuous functions as its mor-

phisms.
(iii) Set∗ and Top∗ have sets or spaces with a specified basepoint5 as objects and

basepoint-preserving (continuous) functions as morphisms.

3The composite may also be written less concisely as g · f when this adds typographical clarity.
4[EM45, p 239] emphasizes that the data of a function should include specified sets of inputs and potential

outputs, a perspective that was somewhat radical at the time.
5A basepoint is simply a chosen distinguished point in the set or space.



8 1. CATEGORIES, FUNCTORS, NATURAL TRANSFORMATIONS

(iv) Group has groups as objects and group homomorphisms as morphisms. This
example lent the general term “morphisms” to the data of an abstract category.
The categories Ring of rings and ring homomorphisms and Field of fields and
field homomorphisms are defined similarly.

(v) For a fixed ring R, ModR is the category of R-modules and R-module homomor-
phisms. We typically write Vectk when the ring happens to be a field k, and
write Ab for ModZ, as a Z-module is precisely an abelian group.

(vi) Graph has graphs as objects and graph morphisms (functions carrying vertices
to vertices and edges to edges, preserving incidence relations) as morphisms.
We will also be interested in the variant DirGraph whose objects are directed
graphs, whose edges are now depicted as arrows, and whose morphisms are
directed graph morphisms, which must preserve sources and targets.

(vii) Man has smooth (i.e., infinitely differentiable) manifolds as objects and smooth
functions as morphisms.

(viii) Poset has partially-ordered sets as objects and order-preserving functions as
morphisms.

(ix) For any first-order language L, specifying constant, function, and relation sym-
bols, there is a category ModelL whose objects are models of L, sets equipped
with appropriate constants, relations, and functions. Morphisms are functions
that preserve the specified constants, relations, and functions, in the usual sense.
Special cases include (iv), (v), (vi), and (viii).

The preceding are all examples of concrete categories, those whose objects have un-
derlying sets and whose morphisms are functions between these underlying sets, subject
to appropriate structure-preservation conditions; a more precise definition of a concrete
category will be given in 1.6.19. However, not all categories have this form.
Examples 1.1.3.

(i) For k a field (or unital ring), write Matk for the category whose objects are
positive integers and in which the set of morphisms from n to m is the set of
m × n matrices with values in k. Composition is by matrix multiplication with
identity matrices serving as the identity morphisms.

(ii) A group G (or more generally a monoid6) defines a category BG with a single
object.7 The group elements are its morphisms, with composition given by mul-
tiplication. The identity element acts as the identity morphism for the unique
object in this category.

(iii) A poset P (or more generally a preorder8) may be regarded as a category. The
elements of P are the objects of the category and there exists a unique morphism
x → y if and only if x ≤ y. Transitivity of the relation “≤” implies that the re-
quired composite morphisms exist. Reflexivity implies that identity morphisms
do.

6A monoid is a set M equipped with an associative binary multiplication operation M × M
·
−→ M and

an identity element e ∈ M serving as a two-sided identity. In other words, a monoid is precisely a one-object
category.

7The notation “BG” comes from topology, as the category BG serves as a model for the classifying space
of the group G.

8A preorder is a set with a binary relation ≤ that is reflexive and transitive. In other words, a preorder is
precisely a category in which there are no parallel pairs of distinct morphisms between any fixed pair of objects.
A poset is a preorder that is additionally antisymmetric: x ≤ y and y ≤ x implies that x = y.
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(iv) In particular, any ordinal α = {β | β < α} defines a category whose objects
are the smaller ordinals. For example, 0 is the category with no objects and
no morphisms. 1 is the category with a single object and only its identity mor-
phism. 2 is the category with two objects and a single non-identity morphism,
conventionally depicted as 0 → 1. ω is the category freely generated by the
graph

0→ 1→ 2→ 3→ · · ·
in the sense that every non-identity morphism can be uniquely factored as a
composite of morphisms in the displayed graph; a precise definition of this no-
tion will be given in Example 4.1.12.

(v) A set may be regarded as a category in which the elements of the set define
the objects and the only morphisms are the required identities. A category is
discrete if every morphism is an identity.

(vi) Htpy, like Top, has spaces as its objects but morphisms are homotopy classes of
continuous maps. Htpy∗ has based spaces as its objects and basepoint-preserving
homotopy classes of based continuous maps as its morphisms.

(vii) Meas has measure spaces as objects. One reasonable choice for the morphisms
is to take equivalence classes of measurable functions, where a parallel pair of
functions are equivalent if their domain of difference is contained within a set
of measure zero.

Thus, the philosophy of category theory is extended. The categories listed in Ex-
amples 1.1.2 suggest that mathematical objects ought to be considered together with the
appropriate notion of morphism between them. The categories listed in Examples 1.1.3
illustrate that these morphisms are not always functions.9 The morphisms in a category are
also called arrows or maps, particularly in the contexts of the examples of 1.1.3 and 1.1.2,
respectively.
Remark 1.1.4. Russell’s paradox implies that there is no set whose elements are “all sets.”
This is the reason why we have used the vague word “collection” in Definition 1.1.1. In-
deed, in each of the examples listed in 1.1.2, the collection of objects is not a set. Eilenberg
and Mac Lane address this potential area of concern as follows:

. . . the whole concept of a category is essentially an auxiliary one;
our basic concepts are essentially those of a functor and of a natural
transformation . . . . The idea of a category is required only by the
precept that every function should have a definite class as domain
and a definite class as range, for the categories are provided as the
domains and ranges of functors. Thus one could drop the category
concept altogether and adopt an even more intuitive standpoint, in
which a functor such as “Hom” is not defined over the category of
“all” groups, but for each particular pair of groups which may be
given. [EM45]

The set-theoretical issues that confront us while defining the notion of a category will
compound as we further develop category theory. For that reason, common practice among
category theorists is to work in an extension of the usual Zermelo-Fraenkel axioms of set
theory, with new axioms allowing one to distinguish between “small” and “large” sets, or

9Miles Reid’s Undergraduate algebraic geometry emphasizes that the morphisms are not always functions,
writing “Students who disapprove are recommended to give up at once and take a reading course in category
theory instead” [Rei88, p 4].
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between sets and classes. The search for the most useful set-theoretical foundations for
category theory is a large and fascinating area of study that we will unfortunately not have
time to explore.10 For now, we will sweep these foundational issues under the rug, not
because these issues are not serious or interesting, but because they distract from the task
at hand.

For the reasons just discussed, it is important to introduce adjectives that explicitly
address the size of a category. A category is small if it has only a set’s worth of arrows;
this implies that it has only a set’s worth of objects. None of the categories in Example
1.1.2 are small, but they all satisfy a common useful set-theoretical property. A category is
locally small if between any pair of objects there is only a set’s worth of morphisms. In this
case, it is traditional to write C(X,Y) or Hom(X,Y) for the set of morphisms from X to Y in
a locally small category C.11 The set of arrows between a pair of fixed objets in a locally
small category is typically called a hom-set, whether or not it is a set of “homomorphisms”
of any particular kind.

A category provides a context in which to answer the question “when is one thing the
same as another thing?” Almost universally in mathematics, one regards two objects of the
same category to be “the same” when they are isomorphic, in a precise categorical sense
that we now introduce.
Definition 1.1.5. An isomorphism in a category is a morphism f : X → Y for which there
exists a morphism g : Y → X so that g f = 1X and f g = 1Y . The objects X and Y are
isomorphic whenever there exists an isomorphism between X and Y , in which case one
writes X � Y .

Whenever f and g are morphisms so that g f is an identity, we say that g is a left
inverse to or a retraction of f and, equivalently, that f is a right inverse to or a section
of g. A morphism can admit multiple left or right inverses, but if f is an isomorphism, its
inverse isomorphism is unique; see Exercise 1.1.1.

An endomorphism, i.e., a morphism whose domain equals its codomain, that is an
isomorphism is called an automorphism.
Examples 1.1.6.

(i) The isomorphisms in Set are precisely the bijections.
(ii) The isomorphisms in Group, Ring, Field, or ModR are the bijective homomor-

phisms.
(iii) The isomorphisms in the category Top are the homeomorphisms, i.e., the con-

tinuous functions with continuous inverse, which is a stronger property than
merely being a bijective continuous function.

(iv) The isomorphisms in the category Htpy are the homotopy equivalences.
Examples 1.1.6.(ii) and (iii) suggest the following general question: in a concrete

category, when are the isomorphisms precisely those maps in the category that induce
bijections between the underlying sets? We will see an answer in Lemma 5.5.3.
Definition 1.1.7. A groupoid is a category in which every morphism is an isomorphism.
Examples 1.1.8.

10The preprint [Shu08] gives an excellent summary, though it is perhaps better read after Chapters 1–4.
11Mac Lane credits Emmy Noether for emphasizing the importance of homomorphisms in abstract algebra,

particularly the homomorphism onto a quotient group, which places an integral role in the statement of her first
isomorphism theorem. His recollection is that the arrow notation first appeared around 1940, perhaps due to
Hurewicz [ML88]. The notation Hom(X,Y) was first used in [EM42a] for the set of homomorphisms between a
pair of abelian groups.
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(i) A group is a groupoid with one object.12

(ii) For any space X, its fundamental groupoid Π1(X) is a category whose objects
are the points of X and whose morphisms are basepoint-preserving homotopy
classes of paths.

A subcategory D of a category C is defined by restricting to a subcollection of objects
and subcollection of morphisms subject to the requirements that the subcategory D contains
the domain and codomain of any morphism in D, the identity morphism of any object in
D, and the composite of any composable pair of morphisms in D.
Example 1.1.9. Any category C has a maximal subgroupoid containing all of the objects
and only those morphisms that are isomorphisms.

For instance, Finiso, the category of finite sets and bijections, is the maximal sub-
groupoid of the category Fin of finite sets and all functions. We will explore the relation-
ship between this groupoid and the laws of elementary arithmetic in Example 1.4.9.

Exercises.
Exercise 1.1.1. Show that any left inverse and any right inverse to a common morphism
necessarily coincide. Conclude that a morphism can have at most one inverse isomorphism.
Exercise 1.1.2. Let C be a category. Show that the collection of isomorphisms in C defines
a subcategory, the maximal groupoid inside C.

1.2. Duality

The dual of any axiom for a category is also an
axiom . . . A simple metamathematical argument
thus proves the duality principle. If any statement
about a category is deducible from the axioms for
a category, the dual statement is likely deducible.

Saunders Mac Lane, “Duality for groups”

Upon first acquaintance, the primary role played by the notion of a category might
appear to be taxonomic: vector spaces and linear maps define one category, manifolds and
smooth functions define another. But a category, as defined in 1.1.1, is also a mathematical
object in its own right, and as with any mathematical definition, this one is worthy of
further consideration. Applying a mathematician’s gaze to the definition of a category, the
following observation quickly materializes. If we visualize the morphisms in a category as
arrows pointing from their domain object to their codomain object, we might imagine what
would happen if the directions of every arrow were simultaneously reversed. This leads to
the following notion.
Definition 1.2.1. Let C be any category. The opposite category Cop has
• the same objects as in C, and
• the same morphisms as in C. When necessary for notational clarity, we write f op for

the morphism in Cop corresponding to a morphism f in C.
The remaining structure of the category Cop is given as follows:
• The domain of f op is defined to be the codomain of f and the codomain of f op is

defined to be the domain of f .
• For each object X, the arrow 1op

X serves as its identity in Cop.

12This is not simply an example; it is a definition.
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• To define composition, observe that a pair of morphisms f op, gop in Cop is composable
precisely when the pair g, f is composable in C, i.e., precisely when the codomain of
g equals the domain of f . We then define gop · f op to be ( f · g)op.
The data described in definition 1.2.1 defines a category Cop — i.e., the composition

law is associative and unital — if and only if C defines a category. In summary, the pro-
cess of “turning around the arrows” or “exchanging domains and codomains” exhibits a
syntactical self-duality satisfied by the axioms for a category. Note that the category Cop

contains precisely the same information as the category C. Questions about the one can be
answered by examining the other.
Examples 1.2.2.

(i) Matop
k is the category whose objects are non-zero natural numbers and in which

a morphism from m to n is an m × n matrix with values in k. The upshot is that
a reader who would have preferred the opposite handedness conventions when
defining Matk would have lost nothing by adopting them.

(ii) When a preorder (P,≤) is regarded as a category, its opposite category is the
category which has a morphism x→ y if and only if y ≤ x. For example, ωop is
the category freely generated by the graph

· · · → 3→ 2→ 1→ 0.

(iii) If G is a group, regarded as a one-object groupoid, the category Gop is again
a one-object groupoid, and hence a group. This group is called the opposite
group and is used to define right actions as a special case of left actions; see
Example 1.3.6.(v) below.

(iv) The category Γ = Finop
∗ was described by Graeme Segal in [Seg74] as follows:

Γ is the category whose objects are all finite sets, and whose mor-
phisms from S to T are the maps θ : S → P(T ) such that θ(α) and
θ(β) are disjoint when α , β. The composite of θ : S → P(T ) and
φ : T → P(U) is ψ : S → P(U), where ψ(α) =

⋃
β∈θ(α)

φ(β).

This syntactical duality has a very important consequence for the development of cat-
egory theory. Any theorem of the form “for all categories C” also necessarily applies to
the opposites of these categories. Interpreting the result in the dual context leads to a dual
theorem, proven by the dual of the original proof, in which the direction of each arrow ap-
pearing in the argument is reversed. The result is a two-for-one deal: any proof in category
theory simultaneously proves two theorems, the original statement and its dual.13

To illustrate the principle of duality in category theory, let us consider the following
result, which provides an important characterization of the isomorphisms in a category.
Lemma 1.2.3. The following are equivalent:

(i) f : x→ y is an isomorphism in C.
(ii) For all objects c ∈ C, post-composition with f defines an isomorphism

f∗ : C(c, x)→ C(c, y).

(iii) For all objects c ∈ C, pre-composition with f defines an isomorphism

f ∗ : C(y, c)→ C(x, c).

13More generally, the proof of a statement of the form “for all categories C1,C2, . . . ,Cn” leads to 2n dual
theorems. In practice, however, not all of the dual statements will differ meaningfully from the original.
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In language that we will make precise in Chapter 2, Lemma 1.2.3 asserts that isomor-
phisms in a locally small category are defined representably in terms of isomorphisms in
the category of sets.

Proof. We will prove the equivalence (i)⇔(ii) and conclude the equivalence (i)⇔(iii)
by duality.

Assuming (i), namely that f : x → y is an isomorphism with inverse g : y → x, then,
as an immediate application of the associativity and identity laws for composition in a
category, post-composition with g defines an inverse function

g∗ : C(c, y)→ C(c, x)

to f∗ in the sense that the composites g∗ f∗ and f∗g∗ are both the identity function: for any
h : c→ x and k : c→ y, g∗ f∗(h) = g f h = h and f∗g∗(k) = f gk = k.

Conversely, assuming (ii), there must be an element g ∈ C(y, x) whose image under
f∗ : C(y, x) → C(y, y) is 1y. In particular, 1y = f g. But now, by associativity of composi-
tion, the elements g f , 1x ∈ C(x, x) have the common image f under f∗ : C(x, x)→ C(x, y),
whence g f = 1x. Thus, f and g are inverse isomorphisms.

We have just proven the equivalence (i)⇔(ii) for all categories and in particular for the
category Cop: i.e., a morphism f op : y→ x in Cop is an isomorphism if and only if

(1.2.4) ( f op)∗ : Cop(c, y)→ Cop(c, x) is an isomorphism for all c ∈ Cop.

Interpreting the data of Cop in its opposite category C, the statement (1.2.4) expresses the
same mathematical content as

(1.2.5) f ∗ : C(y, c)→ C(x, c) is an isomorphism for all c ∈ C.

That is: Cop(c, x) = C(x, c), post-composition in Cop translates to pre-composition in
the opposite category C. Similarly, f op : y → x is an isomorphism in Cop if and only if
f : x → y is an isomorphism in C; the notion of isomorphism, as defined in 1.1.5, is self-
dual. A similar translation, as just demonstrated between the statements (1.2.4) and (1.2.5),
transforms the proof of (i)⇔(ii) into a proof of (i)⇔(iii). �

A nice exposition of the duality principle in category theory may be found in [Awo10,
§3.1]. As we become more comfortable with arguing by duality, dual proofs and eventually
also dual statements will rarely be described in this much detail.
Example 1.2.6. The real numbers with their usual linear order defines a poset (R,≤) and
thus a category. Consider a subset A ⊂ R of objects. If x ∈ R satisfies

(∀a ∈ A,∃ a→ x) and
(
∀y ∈ R (∀a ∈ A,∃ a→ y) implies (∃ x→ y)

)
,

then x is the supremum of A. Note that we have defined the supremum in a way that refers
only to the structure of the category (R,≤): in plain English, the second clause asserts that
“if y is an object so that for any object a in A there exists a morphism from a to y, then
there exists a morphism from x to y.” In particular, we could also interpret this statement
in the opposite category (R,≥). The resulting dual statement

(∀a ∈ A,∃ x→ a) and
(
∀y ∈ R (∀a ∈ A,∃ y→ a) implies (∃ y→ x)

)
,

defines the infimum.
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Exercises.
Exercise 1.2.1. The dual definitions of supremum and infimum given in Example 1.2.6
can be generalized to any poset (P,≤), regarded as a category. Prove that the supremum of
a subset of objects of P is unique in such a way that the dual proof demonstrates that the
infimum of a subset of objects in unique.

1.3. Functoriality

The first component of what might be called the philosophy of category theory is that
any mathematical object should be considered together with its accompanying notion of
structure-preserving morphism. Categories are themselves mathematical objects, if of a
somewhat unfamiliar sort. So what is a morphism between categories?
Definition 1.3.1. A functor F : C → D, between categories C and D, consists of the
following data:
• An object Fc ∈ D, for each object c ∈ C.
• A morphism F f : Fc → Fc′ ∈ D, for each morphism f : c → c′ ∈ C. Note we

explicitly require that the domain and codomain of F f equal F applied to the domain
or codomain of f .

The assignments are required to satisfy the following two functoriality axioms:
• For any composable pair f , g in C, Fg · F f = F(g · f ).
• For each object c in C, F(1c) = 1Fc.

Put concisely, a functor consists of a mapping on objects and a mapping on morphisms
that preserves all of the structure of a category, namely domains and codomains, composi-
tion, and identities.
Examples 1.3.2.

(i) There is an endofunctor14 P : Set → Set that sends a set A to its powerset
P(A) = {A′ ⊂ A} and function f : A→ B to the direct-image function f∗ : P(A)→
P(B) that sends A′ ⊂ A to f (A′) ⊂ B.

(ii) Each of the categories listed in Example 1.1.2 has a forgetful functor whose
codomain is the category of sets. For example U : Group → Set sends a group
to its underlying set and a group homomorphism to its underlying function. The
functor U : Top→ Set sends a space to its set of points.

(iii) There are forgetful functors ModR → Ab and Ring → Ab that forget some
but not all of the algebraic structure. The inclusion functors Ab → Group and
Field → Ring may also be regarded as “forgetful.” Note that the latter two, but
neither of the former, are injective on objects: a group is either abelian or not,
but an abelian group might admit the structure of a ring in multiple ways.

(iv) Similarly, there are forgetful functors Group → Set∗ and Ring → Set∗ that
take the basepoint to be the identity and zero elements, respectively. These
assignments are functorial because group and ring homomorphisms necessarily
preserve these elements.

(v) There are functors Top → Htpy and Top∗ → Htpy∗ that act as the identity on
objects and send a (based) continuous function to its homotopy class.

(vi) The fundamental group defines a functor π1 : Top∗ → Group; a continuous
function f : (X, x) → (Y, y) of based spaces induces a group homomorphism
f∗ : π1(X, x) → π1(Y, y) and this assignment is functorial, satisfying the two

14A endofunctor is a functor whose domain is equal to its codomain.
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functoriality axioms described above. A precise expression of the statement
that “the fundamental group is a homotopy invariant” is that this functor factors
through the functor Top∗ → Htpy∗ to define a functor π1 : Htpy∗ → Group.

(vii) There is a functor F : Set → Group that sends a set X to the free group on X.
This is the group whose elements are finite words whose letters are elements x ∈
X or their formal inverses x−1, modulo an equivalence relation that equates the
words xx−1 and x−1x with the empty word. Multiplication is by concatenation,
with the empty word serving as the identity.

(viii) The chain rule expresses the functoriality of the derivative. Let Diff∗ denote the
category whose objects are pointed finite-dimensional real vector spaces (Rn, a)
of varying dimensions and whose morphisms are pointed differentiable func-
tions. The total derivative of f : Rn → Rm, carrying the designated basepoint
a ∈ Rn to f (a) ∈ Rm, gives rise to a matrix called the Jacobian matrix con-
taining the partial derivatives of f at the point a. This defines the action on
morphisms of a functor D : Diff∗ → MatR; on objects, D assigns a pointed vec-
tor space its dimension. Given g : Rm → Rk carrying the designated basepoint
f (a) ∈ Rm to g f (a) ∈ Rk, functoriality of D asserts that the product of the Jaco-
bian of f at a with the Jacobian of g at f (a) equals the Jacobian of g f at a. This
is the chain rule.15

More examples of functors will appear shortly, but first we want to illustrate the utility
of knowing that the assignment of a mathematical object of one type to mathematical
objects of another type is functorial.
Theorem 1.3.3 (Brouwer Fixed Point Theorem). Any continuous endomorphism of a 2-
dimensional disk has a fixed point.

Proof. This follows more-or-less immediately from the functoriality of the fundamen-
tal group π1 : Top∗ → Group. Supposing f : D2 → D2 is such that f (x) , x for all x ∈ D2,
we can define a continuous function r : D2 → S 1 that carries a point x ∈ D2 to the in-
tersection of the ray from f (x) to x with the boundary circle S 1. Note that the function r
fixes the points on the boundary circle S 1 ⊂ D2. Thus, it is a retraction of the inclusion

i : S 1 ↪→ D2, which is to say, the composite S 1 i
−→ D2 r

−→ S 1 is the identity.
Pick any base point on the boundary circle S 1 and apply π1 to obtain a composable

pair of group homomorphisms:

π1(S 1)
π1(i)
−−−→ π1(D2)

π1(r)
−−−→ π1(S 1).

By the functoriality axioms, we must have

π1(r) · π1(i) = π1(ri) = π1(1S 1 ) = 1π1(S 1).

However, a computation involving covering spaces reveals that π1(S 1) = Z, while π1(D2) =

0, the trivial group. The composite endomorphism π1(r) · π1(i) of Z must be zero, since it
factors through the trivial group. Thus, it cannot equal the identity homomorphism, which
carries the generator 1 ∈ Z to itself (0 , 1). This contradiction proves that the retraction r
cannot exist, and so f must have a fixed point. �

The functors defined in 1.3.1 are called covariant so as to distinguish them from
another variety of functor that we now introduce.

15Taking a more sophisticated perspective, we could regard the derivative as the action on morphisms of a
functor from the category Man to the category of tangent bundles.



16 1. CATEGORIES, FUNCTORS, NATURAL TRANSFORMATIONS

Definition 1.3.4. A contravariant functor F from C to D is a functor F : Cop → D.16

Explicitly, this consists of the following data:
• An object Fc ∈ D, for each object c ∈ C.
• A morphism F f : Fc′ → Fc ∈ D, for each morphism f : c → c′ ∈ C. Note that the

domain and codomain of F f are respectively equal to F applied to the codomain or
domain of f .

The assignments are required to satisfy the following two functoriality axioms:
• For any composable pair f , g in C, F f · Fg = F(g · f ).
• For each object c in C, F(1c) = 1Fc.

Notation 1.3.5. As ysed in the statement of definition 1.3.4, the author believes that the
following directional conventions offer the least possibility for confusion. A morphism in
the domain of a functor F : Cop → D will always be depicted as an arrow f : c → c′ in
C, pointing from its domain in C to its codomain in C. Similarly, its image will always be
depicted as an arrow F f : Fc′ → Fc in D, pointing from its domain to its codomain. Note
that these conventions require that the domain and codomain objects switch their relative
places, from left to right, but in examples, for instance in the case where C and D are
concrete categories, this placement will be the familiar one. Graphically, the mapping on
morphisms given by a contravariant functor will be depicted as follows:

Cop F // D

c

f

��

7→ Fc

7→

c′ 7→ Fc′

F f

OO

In accordance with this convention, if f : c → c′ and g : c′ → c′′ are morphisms in
C, their composite will always be written as g f : c → c′′. The image of this morphism
under F : Cop → D is F(g f ) : Fc′′ → Fc, the composite F f · Fg of Fg : Fc′′ → Fc′ and
F f : Fc′ → Fc.

In summary, even in the presence of opposite categories, we always make an effort to
draw arrows pointing in the “correct way” and depict composition in the usual order.17

Examples 1.3.6.
(i) The contravariant powerset functor P : Setop → Set sends a set A to its powerset

P(A) and a function f : A→ B to the inverse-image function f −1 : P(B)→ P(A)
that sends B′ ⊂ B to f −1(B′) ⊂ A.

(ii) There is a functor (−)∗ : Vectop
k → Vectk that carries a vector space to its dual

vector space V∗ = Hom(V, k). A vector in V∗ is a linear functional on V ,
i.e., a linear map V → k. This functor is contravariant, with a linear map

16In this text, a contravariant functor F from C to D will always be written as F : Cop → D. Some math-
ematicians omit the “op” and let the context or surrounding verbiage convey the variance. We think this is bad
practice, as the co- or contra-variance is an essential part of the data of a functor, which is not necessarily deter-
mined by its assignation on objects. More to the point, we find that this notational conventions helps mitigate the
consequences of temporary distraction. Seeing F : Cop → D written on a chalkboard immediately conveys that F
is a contravariant functor from C to D, even to the most spaced-out observer. A similar ethic will motivate other
notational conventions stressed below.

17Of course, technically there is no meaning to the phrase “opposite category”: every category is the oppo-
site of some other category (its opposite category). But in practice, there is no question which of Set and Setop

is the “opposite category,” and sufficiently many of the other cases can be deduced from this one.
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φ : V → W sent to the linear map φ∗ : W∗ → V∗ that pre-composes a linear

functional W
ω
−→ k with φ to obtain a linear functional V

φ
−→ W

ω
−→ k.

(iii) The functor O : Topop → Poset that carries a space X to its ooset O(X) of open
subsets is contravariant on the category of spaces: a continuous map f : X → Y
gives rise to a function f −1 : O(Y)→ O(X) that carries an open subset U ⊂ Y to
its preimage f −1(U), which is open in X; this is the definition of continuity. A
similar functor C : Topop → Poset carries a space to its poset of closed subsets.

(iv) Let G be a group, regarded as a one-object category BG. A functor X : BG → C
specifies an object X ∈ C (the unique object in its image) together with an
endomorphism g∗ : X → X for each g ∈ G. This assignment must satisfy two
conditions:

(a) h∗g∗ = (hg)∗ for all g, h ∈ G.
(b) e∗ = 1X , where e ∈ G is the identity element.

In summary, the functor BG → C defines an action of the group G on the object
X ∈ C. When C = Set, the object X endowed with such an action is called
a G-set. When C = Vectk, the object X is called a G-representation. When
C = Top, the object X is called a G-space. Note the utility of this categorical
language for defining several analogous concepts simultaneously.

(v) The action specified by a functor BG → C is sometimes called a left action.
A right action is a functor BGop → C. As before, each g ∈ G determines an
endomorphism g∗ : X → X in C and the identity element must act trivially. But
now, for a pair of elements g, h ∈ G these actions must satisfy the composition
rule (hg)∗ = g∗h∗.

(vi) For a generic small category C, a functor Cop → Set is called a (Set-valued)
presheaf on C. A typical example is the functor O(X)op → Set whose domain
is the poset O(X) of open subsets of a topological space X and whose value
at U ⊂ X is the set of continuous real-valued functions on U. The action on
morphisms is by restriction. This presheaf is a sheaf, satisfying an axiom that is
discussed in §??.

The following result, appearing immediately after the definition of functors first ap-
peared in [EM42b], is arguably the first lemma in category theory.
Lemma 1.3.7. Functors preserve isomorphisms.

Proof. Consider a functor F : C→ D and an isomorphism f : x→ y in C with inverse
g : y→ x. Applying the two functoriality axioms, we calculate that

F(g)F( f ) = F(g f ) = F(1x) = 1Fx.

Thus Fg : Fy→ Fx is a left inverse to F f : Fx→ Fy. Exchanging the roles of f and g (or
arguing by duality) shows that Fg is also a right inverse. �

Example 1.3.6.(iv) shows that a representation (or group action, more generally) may
be regarded as a functor whose domain is the group in question. Because the elements
g ∈ G are isomorphisms, when regarded as morphisms in the 1-object category BG that
represents the group, their images under any such functor must also be isomorphisms in
the target category. In particular, in the case of a G-representation V : BG → Vectk, the
linear map g∗ : V → V must be an automorphism of the vector space V . The point is that
the functoriality axioms (i) and (ii) imply automatically that each g∗ is an automorphism
and that (g−1)∗ = (g∗)−1; the proof is a special case of Lemma 1.3.7. Neither condition
need be explicitly required. In summary:
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Corollary 1.3.8. When a group G acts functorially on an object X in a category C, its
elements g must act by automorphisms g∗ : X → X and, moreoever, (g∗)−1 = (g−1)∗.
Definition 1.3.9. If C is locally small, then for any object c ∈ C we may define a pair of
covariant and contravariant functors represented by c

C(c,−) : C→ Set C(−, c) : Cop → Set.

The notation suggests the action on objects: the functor C(c,−) carries x ∈ C to the set
C(c, x) of arrows from c to x in C. Dually, the functor C(−, c) carries x ∈ C to the set
C(x, c).

The functor C(c,−) carries a morphism f : x → y to the post-composition function
f∗ : C(c, x)→ C(c, y) introduced in Lemma 1.2.3.(ii). Dually, the functor C(−, c) carries f
to the pre-composition function f ∗ : C(y, c) → C(x, c) introduced in 1.2.3.(iii). Note that
post-composition defines a covariant action on hom-sets, while pre-composition defines a
contravariant action. There are no choices involved here — post-composition is always a
covariant operation, while pre-composition is always a contravariant one. This is just the
natural order of things.

We leave it to the reader to verify that the assignments just described satisfy the two
functoriality axioms. Note that Lemma 1.3.7 specializes in the case of represented functors
to give a proof of the implications (i)⇒(ii) and (i)⇒(iii) of Lemma 1.2.3. These functors
will play a staring role in Chapter 2, where a number of examples will be given.

The data of the covariant and contravariant functors introduced in Definition 1.3.9 may
be encoded in a single bifunctor, by which we mean a functor of two variables. Its domain
is given by the product of a pair of categories.
Definition 1.3.10. For any categories C and D there is a category C×D which we call their
product whose
• objects are ordered pairs (c, d), where c is an object of C and d is an object of D,
• morphisms are ordered pairs ( f , g) : (c, d) → (c′, d′), with f : c → c′ ∈ C and g : d →

d′ ∈ D,
and in which composition and identities are defined componentwise.
Definition 1.3.11. If C is locally small, then there is a two-sided represented functor

C(−,−) : Cop × C→ Set

defined in the evident manner. A pair of objects (x, y) is mapped to the hom-set C(x, y). A
pair of morphisms f : w→ x and h : y→ z is sent to the function

C(x, y)
( f ∗,h∗)
−−−−−→ C(w, z)

that takes an arrow g : x → y, pre-composes with f and post-composes with h to obtain
hg f : w→ z.

At the beginning of this section, we suggested that functors define morphisms be-
tween categories. Indeed, categories and functors assemble into a category. Here we are
confronted with size issues of an even more significant nature than we were confronted
with in Remark 1.1.4. Let Cat denote the category whose objects are small categories and
whose morphisms are functors between them. This category is locally small but not small:
it contains Set, Group, Groupoid, Monoid, and Poset as proper subcategories. However,
none of these categories are objects of Cat.

The non-small categories of Example 1.1.2 are objects of CAT, some category of
“large” categories and functors between them. We do not want CAT to be so large as
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to contain itself, so we require each object in CAT to be a locally small category; the cat-
egory CAT defined in this way is not locally small, and so is thus excluded. There is an
inclusion functor Cat→ CAT but no obvious functor pointing in the other direction.

The category of categories gives rise to a notion of an isomorphism of categories,
defined by interpreting Definition 1.1.5 in CAT. Namely, an isomorphism of categories is
given by a pair of inverse functors F : C → D and G : D → C so that the composites GF
and FG respectively equal the identity functors on C and on D. An isomorphism induces a
bijection between the objects of C and objects of D and likewise for the morphisms.
Examples 1.3.12. For instance:

(i) The functor (−)op : Cat → Cat defines a non-trivial automorphism of the cate-
gory of categories.

(ii) For any group G the categories BG and BGop are isomorphic via the functor
(−)−1 that sends each morphism g ∈ G to its inverse. Similarly any groupoid is
isomorphic to the opposite category via the functor that acts as the identity on
objects and sends a morphism to its unique inverse morphism.

(iii) For any space X, there is a contravariant isomorphism of poset categoriesO(X) �
C(X)op that associates an open subset of X to its closed complement.

(iv) The category Matk is isomorphic to its opposite via an identity-on-objects func-
tor that carries a matrix to its transpose.

A category, however, is not generally isomorphic to its opposite category. Aside from
the finite ordinals, every (non-groupoidal) category mentioned thusfar provides a counter-
example.
Example 1.3.13. Let E/F be a finite Galois extension: this means that F is a finite-index
subfield of E, every element of E satisfies some non-zero polynomial with coefficients in
F, and the field of elements of E fixed by the automorphism group Aut(E/F) of automor-
phisms of E fixing every element of F is F (and no larger). In this case G = Aut(E/F) is
called the Galois group of the Galois extension E/F.

Consider the orbit category OG associated to the group G. Its objects are subgroups
H ⊂ G, which we identify with the left G-set G/H of left cosets of H. Morphisms G/H →
G/K are G-equivariant maps, i.e., functions that commute with the left G-action. By an
elementary exercise left to the reader, every morphism G/H → G/K has the form gH 7→
gγK, where γ ∈ G is an element so that γ−1Hγ ⊂ K.

Let FieldE
F denote the category whose objects are intermediate fields F ⊂ K ⊂ E.

A morphism K → L is a field homomorphism that fixes the elements of F pointwise.
Note that the group of automorphisms of the object E ∈ FieldE

F is the Galois group G =

Aut(E/F).
We define a functor Φ : Oop

G → FieldE
F that sends H ⊂ G to the subfield of E of

elements that are fixed by H under the action of the Galois group. If G/H → G/K is
induced by γ then the field homomorphism x 7→ γx sends an element x ∈ E that is fixed
by K to an element γx ∈ E that is fixed by H. This defines the action of the functor Φ on
morphisms. The fundamental theorem of Galois theory asserts that Φ defines a bijection
on objects but in fact more is true: Φ defines an isomorphism of categories Oop

G � FieldE
F .

These examples aside, the notion of isomorphism of categories is somewhat unnatural.
To illustrate, consider the category Set∂ of sets and partially-defined functions. A partial
function f : X → Y is a function from a (possibly-empty) subset X′ ⊂ X to Y; the subset
X′ is the domain of definition of the partial function f . The composite of two partial
functions f : X → Y and g : Y → Z is the partial function whose domain of definition
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is the intersection of the domain of definition of f with the preimage of the domain of
definition of g.

There is a functor (−)+ : Set∂ → Set∗, whose codomain is the category of pointed sets,
that sends a set X to the pointed set X+ which is defined to be the disjoint union of X with
a freely-added basepoint. By the axiom of regularity, we might define X+ := X ∪ {X}.18 A
partial function f : X → Y gives rise a pointed function f+ : X+ → Y+ that sends every point
outside of the domain of definition of f to the formally added basepoint of Y+. The inverse
functor U : Set∗ → Set∂ discards the basepoint and sends a based function f : (X, x) →
(Y, y) to the partial function X\{x} → Y\{y}with the maximal possible domain of definition.

By construction, we see that the composite U(−)+ is the identity endofunctor of the
category Set∂ of sets and partially defined functions. By contrast, the other composite
(U−)+ : Set∗ → Set∗ sends a pointed set (X, x) to (X\{x} ∪ {X\{x}}, X\{x}). Now these sets
are isomorphic but they are not identical. Nor is another set-theoretical construction of the
“freely added basepoint” likely to define an inverse to the functor U : Set∗ → Set∂. It is
too restrictive to ask for the categories Set∂ and Set∗ to be isomorphic.

Indeed, there is a better way to decide whether two categories may safely be regarded
as “the same.” To define it, we must relax the identities GF = 1C and FG = 1D between
functors F : C→ D and G : D→ C that define an isomorphism of categories. To do so, we
introduce what in French is called a morphisme de foncteurs, the notion that launched the
entire subject of category theory: a natural transformation.

Exercises.
Exercise 1.3.1. What is a functor between groups, regarded as one-object categories?
Exercise 1.3.2. What is a functor between preorders, regarded as categories?
Exercise 1.3.3. What is the difference between a functor Cop → D and a functor C→ Dop?
What is the difference between a functor C→ D and a functor Cop → Dop?
Exercise 1.3.4. Define an isomorphism between Segal’s category Γ defined in Example
1.2.2.(iv) and Finop

∗ .

1.4. Naturality

Consider the category Vectfdk of finite dimensional k-vector spaces. Any object V ∈
Vectfdk is isomorphic to its linear dual, the vector space V∗ = Hom(V, k) described in Exam-
ple 1.3.6.(ii), because the dimension of V∗ equals the dimension of V . This can be proven
through the construction of an explicit dual basis: choose a basis e1, . . . , en for V and then
define e∗1, . . . , e

∗
n ∈ V∗ by

e∗i (e j) =

1 i = j
0 i , j.

The collection e∗1, . . . , e
∗
n defines a basis for V∗ and the map ei 7→ e∗i extends by linearity to

define an isomorphism V � V∗.
Now consider a related construction of the double dual V∗∗ = Hom(Hom(V, k), k)

of V . If V is finite dimensional, then the isomorphism V � V∗ is carried by the dual
vector space functor (−)∗ : Vectop

k → Vectk to an isomorphism V∗ � V∗∗. The composite
isomorphism V � V∗∗ sends the basis e1, . . . , en to the dual dual basis e∗∗1 , . . . , e

∗∗
n .

18In the axioms of Zermelo-Fraenkel set theory, elements of sets (like everything else in its mathematical
universe) are themselves sets. The axiom of regularity prohibits a set from being an element of itself. As X < X,
we are free to add the element X as a disjoint basepoint.
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As it turns out, this isomorphism has a simpler description. For any v ∈ V , the “eval-
uation function” evv : f 7→ f (v) : V∗ → k defines a linear functional on V∗. It turns out
the assignment v 7→ evv defines a linear isomorphism V � V∗∗, this time requiring no
“unnatural” choice of basis.19

What distinguishes the isomorphism between a finitely-dimensional vector space and
its double dual from the isomorphism between a finite-dimensional vector space and its
single dual is that the former assembles into the components of a natural transformation
in the sense that we now introduce.
Definition 1.4.1. Given categories C and D and functors F,G : C⇒ D,20 a natural trans-
formation α : F ⇒ G consists of:
• an arrow αc : Fc → Gc in D for each object c ∈ C, called the components of the

natural transformation,
so that, for any morphism f : c→ c′ in C, the following square of morphisms in D

(1.4.2) Fc

F f
��

αc // Gc

G f
��

Fc′
αc′
// Gc′

commutes, i.e., has a common composite Fc → Gc′ in D. A natural isomorphism is a
natural transformation in which every component is an isomorphism.

In practice, it is usually most elegant to define a natural transformation by saying that
“the collection of arrows X defines the components of a natural transformation,” leaving
the correct choices of domain and codomain functors, and source and target categories,
implicit. Here X should be a collection of morphisms in a clearly identifiable (target)
category, whose domains and codomains are defined using a common “variable” (an object
of the source category). If this variable is c one might say “the arrows X are natural in
c” to emphasize the domain object whose component is being described. However, the
totality of the data of the source and target categories, the parallel pair of functors, and the
components should always be considered part of the natural transformation. The naturality
condition (1.4.2) cannot be stated precisely with any less: it refers to every object and
every morphism in the domain category and is described using the images in the codomain
category under the action of both functors. For this reason, the “boundary data” needed to
define a natural transformation α is often displayed in a globular diagram:

C

F
��

G

AA⇓ α D

Examples 1.4.3.
(i) For vector spaces of any dimension, the map ev: V → V∗∗ that sends v ∈ V to

the linear function evv : V∗ → k defines the components of a natural transfor-
mation from the identity endofunctor on Vectk to the double dual functor. To

19In fact, e∗∗i (e∗j) = e∗j(ei) = evei (e
∗
j), and so the two isomorphisms V � V∗∗ are the same — it is only our

description that has improved.
20We use the rather suggestive symbol “⇒” as an abbreviation for a parallel pair of morphisms in a

category, e.g., the pair of functors F and G with common domain C and codomain D.
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check that the naturality square

V

φ

��

ev // V∗∗

φ∗∗

��
W ev // W∗∗

commutes for any linear map φ : V → W, it suffices to consider the image
of a generic vector v ∈ V . By definition, evφv : W∗ → k carries a functional
f : W → k to f (φv). Recalling the definition of the action of the dual functor
on morphisms, we see that φ∗∗(evv) : W∗ → k carries a functional f : W → k to
fφ(v), which amounts to the same thing.

(ii) By contrast, the identity functor and the single dual functor are not naturally iso-
morphic. One technical obstruction is somewhat beside the point: the identity
functor is covariant while the dual functor is contravariant.21 But there’s also
an essential failure of naturality. The isomorphisms V � V∗ that exist when V
is finite dimensional require the choice of a basis, which will be preserved by
essentially no linear maps, indeed by no non-identity linear endomorphism.22

(iii) There is a natural transformation η : 1Set ⇒ P from the identity to the covariant
powerset functor whose components ηA : A→ P(A) are the functions that carry
a ∈ A to the singleton subset {a} ∈ P(A).

(iv) For G a group, Example 1.3.6.(iv) shows that a functor X : BG → C corresponds
to an object X ∈ C equipped with a left action of G. What is a natural transfor-
mation between a pair X,Y : BG → C of such functors? Its data consists of a
morphism η : X → Y in C that is G-equivariant, meaning that for each g ∈ G
the diagram

X
η //

g∗
��

Y

g∗
��

X
η
// Y

commutes.
(v) The open and closed subset functors described in Example 1.3.6.(iii), here re-

garded as functors O,C : Topop ⇒ Set, are naturally isomorphic. The compo-
nents O(X) � C(X) of the natural isomorphism are defined by taking an open
subset of X to its complement, which is closed. Naturality asserts that the pro-
cess of forming complements commutes with the operation of taking preimages.

(vi) The construction of the opposite group described in Example 1.2.2.(iii) defines
a (covariant!) endofunctor (−)op : Group → Group of the category of groups; a
homomorphism φ : G → H induces a homomorphism φop : Gop → Hop defined
by φop(g) = φ(g). This functor is naturally isomorphic to the identity. Define
ηG : G → Gop to be the homomorphism that sends g ∈ G to its inverse g−1 ∈ Gop;
this mapping does not define an automorphism of G, because it fails to commute
with the group multiplication, but it does define a homomorphism G → Gop.

21A more flexible notion of extranatural transformation can accommodate functors with conflicting vari-
ance [ML98a, IX.4]; see Exercise 1.4.4.

22A proof that there exists no extranatural isomorphism between the identity and dual functors on the
categories of finite dimensional vector spaces is given in [EM45, p 234].



1.4. NATURALITY 23

Now given any homomorphism φ : G → H, the diagram

G
ηG //

φ

��

Gop

φop

��
H

ηH
// Hop

commutes because φop(g−1) = φ(g−1) = φ(g)−1.
(vii) Define an endofunctor of Vectk by V 7→ V ⊗ V . There is a natural transfor-

mation from the identity functor to this endofunctor whose components are the
zero maps, but this is the only such natural transformation: there is no basis-
independent way to define a linear map V → V ⊗ V . The same result is true
for the category of Hilbert spaces and linear operators between them, in which
context it is related to the “no cloning theorem” in quantum physics.23

Another familiar isomorphism that is not natural arises in the classification of finitely
generated abelian groups, objects of a category Abfg. Let T A denote the torsion subgroup
of an abelian group A: the subgroup of elements with finite order. In classifying finitely
generated groups one proves that every finitely generated abelian group A is isomorphic
to the direct sum T A ⊕ (A/T A), the summand A/T A being the torsion-free part of A.
However, these isomorphisms are not natural, as we now demonstrate.
Proposition 1.4.4. The isomorphisms A � T A ⊕ (A/T A) are not natural in A ∈ Abfg.

Proof. Suppose the isomorphisms A � T A ⊕ (A/T A) are natural in A. Then the
composite

(1.4.5) A→ A/T A→ T A ⊕ (A/T A) � A

of the canonical quotient map, the inclusion into the direct sum, and the natural isomor-
phism would define a natural endomorphism of the identity functor on Abfg. We shall see
that this is impossible.

To derive the contradiction, we first show that every natural endomorphism α of the
identity functor on Abfg is multiplication by some n ∈ Z. Clearly the component of α at
Z has this description for some n, and moreover by inspecting (1.4.5) in the case A = Z

we see that n , 0. But note that homomorphisms Z a // A correspond bijectively to
elements a ∈ A by choosing a to be the image of 1 ∈ Z. Thus, commutativity of

Z
αZ=n·− //

a
��

Z

a
��

A
αA
// A

forces us to define αA(a) = n · a.
Finally, consider A = Z/2nZ. This group is torsion, so any map, such as αZ/2nZ,

which factors through the quotient by its torsion subgroup is zero. But n , 0 ∈ Z/2nZ, a
contradiction. �

Example 1.4.6. The Riesz representation theorem can be expressed as a natural isomor-
phism of functors from the category KHaus of compact Hausdorff spaces and continu-
ous maps to the category Ban of real Banach spaces and continuous linear maps. Let

23The states in a quantum mechanical system are modeled by vectors in a Hilbert space and the observables
are operators on that space. See [Bae06] for more.
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Σ : KHaus → Ban be the functor that carries a compact Hausdorff space X to the Banach
space Σ(X) of signed Baire measures on X and sends a continuous map f : X → Y to the
map µ 7→ µ ◦ f −1 : Σ(X) → Σ(Y). Let C∗ : KHaus → Ban be the functor that carries X to
the linear dual C(X)∗ of the Banach space C(X) of continuous real-valued functions on X.

Now for each µ ∈ Σ(X), there is a linear functional φµ : C(X)→ R defined by

φµ(g) :=
∫

X
g dµ, g ∈ C(X).

For each µ ∈ Σ(X), f : X → Y , and h ∈ C(Y) we have∫
X

h f dµ =

∫
Y

h d(µ ◦ f −1),

which says that the assignment µ 7→ φµ defines the components of a natural transformation
η : Σ → C∗. The Riesz representation theorem asserts that this natural transformation is a
natural isomorphism.
Example 1.4.7. Consider morphisms f : w → x and h : y → z in a locally small category
C. Post-composition by h and pre-composition by f define functions between hom-sets

(1.4.8) C(x, y) h·− //

−· f

��

C(x, z)

−· f

��
C(w, y)

h·−
// C(w, z)

In Definition 1.3.11 and elsewhere, h ·− was denoted by h∗ and −· f was denoted by f ∗, but
we find this less-concise notation to be move evocative here. Associativity of composition
implies that this diagram commutes: for any g : x→ y, the common image is hg f : w→ z.

Interpreting the vertical arrows as the images of f under the actions of the functors
C(−, y) and C(−, z), the square (1.4.8) demonstrates that there is a natural transformation
C(−, y) ⇒ C(−, z) whose components are defined by post-composition with h : y → z.
Flipping perspectives and interpreting the horizontal arrows as the images of h under the ac-
tions of the functors C(x,−) and C(w,−), the square (1.4.8) demonstrates that there is a nat-
ural transformation C(x,−)⇒ C(w,−) whose components are defined by pre-composition
with f : w→ x.

A final example describes the natural isomorphisms that supply proofs of the funda-
mental laws of elementary arithmetic.
Example 1.4.9. For sets A and B, let A× B denote their cartesian product, let A + B denote
their disjoint union, and let AB denote the set of functions from B to A. Then we have the
following natural isomorphisms

A × (B + C) � (A × B) + (A ×C) (A × B)C � AC × BC

AB+C � AB × AC (AB)C � AB×C

In the first instance, the isomorphism defines the components of a natural transforma-
tion between a pair of functors Set × Set × Set → Set. For the others, the variance in
the variables appearing as “exponents” is contravariant. This is because the assignment
(B, A) 7→ AB defines a functor Setop × Set → Set, a special case of the two-sided repre-
sented functor of Definition 1.3.11.

The displayed natural isomorphisms restrict to the category Finiso of finite sets and bi-
jections. Our interest in this category is on account of the cardinality functor | − | : Finiso →
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N, whose codomain is the discrete category of natural numbers.24 Writing a = |A|, b = |B|,
and c = |C|, the cardinality functor carries these natural isomorphisms to the equations

a × (b + c) = (a × b) + (a × c) (a × b)c = ac × bc

ab+c = ab × ac (ab)c = a(b×c)

through a process called decategorification. Reversing directions, Finiso is a categorifica-
tion of the natural numbers, which reveals that the familiar laws of arithmetic follow from
more fundamental natural isomorphisms between various constructions on sets.

Exercises.
Exercise 1.4.1. Suppose α : F ⇒ G is a natural isomorphism. Show that the inverses of
the component morphisms define the components of a natural isomorphism α−1 : G ⇒ F.
Exercise 1.4.2. What is a natural transformation between a parallel pair of functors be-
tween groups, regarded as one-object categories?
Exercise 1.4.3. What is a natural transformation between a parallel pair of functors be-
tween preorders, regarded as categories?
Exercise 1.4.4. Given a pair of functors F : A × B × Bop → D and G : A × C × Cop → D a
family of morphisms

αa,b,c : F(a, b, b)→ G(a, c, c)

in D defines the components of an extranatural transformation α : F ⇒ G if for any
f : a→ a′, g : b→ b′, and h : c→ c′ the following diagrams commute in D:

F(a, b, b)

F( f ,1b,1b)
��

αa,b,c // G(a, c, c)

G( f ,1c,1c)
��

F(a′, b, b)
αa′ ,b,c

// G(a′, c, c)

F(a, b, b′)

F(1a,g,1b′ )
��

F(1a,1b,g)// F(a, b, b)

αa,b,c

��
F(a, b′, b′)

αa,b′ ,c
// G(a, c, c)

F(a, b, b)
αa,b,c′ //

αa,b,c

��

G(a, c′, c′)

G(1a,1c′ ,h)
��

G(a, c, c)
G(1a,h,1c)

// G(a, c′, c)

The left-hand square asserts that the components α−,b,c : F(−, b, b) ⇒ G(−, c, c) define a
natural transformation in a for each b ∈ B and c ∈ C. The remaining squares assert that
the components αa,−,c : F(a,−,−) ⇒ G(a, c, c) and αa,b,− : F(a, b, b) ⇒ G(a,−,−) define
transformations that are respectively extranatural in b and in c. Explain why the functors
F and G must have a common target category for this definition to make sense.

1.5. Equivalence of categories

Natural transformations bear close analogy with the notion of homotopy from topol-
ogy with one important difference: natural transformations are not generally invertible.25

As in Example 1.1.3.(iv), let 1 denote the discrete category with a single object and let
2 denote the category with two objects 0, 1 ∈ 2 and a single non-identity arrow 0 → 1.
There are two evident functors i0, i1 : 1→ 2 whose subscripts designate the objects in their
image. A natural transformation α : F ⇒ G between functors F,G : C ⇒ D is precisely a
functor H : C× 2→ D such that H restricts along i0 and i1 to the functors F and G, i.e., so

24Mathematical invariants often take the form of a functor from a groupoid to a discrete category.
25A natural transformation is invertible if and only if each of its constituent arrows is an isomorphism, in

which case the pointwise inverses assemble into a natural transformation by Exercise 1.4.1.
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that

(1.5.1) C

F
""EEEEEEEEE

i0 // C × 2

H
��

C
i1oo

G
||yyyyyyyyy

D

commutes. Here i0 denotes the functor defined on objects by c 7→ (c, 0); it may be regarded
as the product of the identity functor on C with the functor i0.

For instance, if C = 2, each functor F,G : 2 → D picks out an arrow of D, which we
also denote by F and G. The directed graph underlying the category 2 × 2 looks like

(1.5.2) •

��

//

��??????? •

��
• // •

together with four identity arrows not depicted here; the diagonal serves as the common
composite of the edges of the square. The functor H necessarily maps the top and bottom
arrows of (1.5.2) to F and G, respectively. The vertical arrows define the components
α0 and α1 of the natural transformation, and the diagonal arrow witnesses that the square
analogous to (1.4.2) commutes.

If, in (1.5.1), the category 2 were replaced by the category I with two objects and a
single arrow in each hom-set, necessarily an isomorphism, then “homotopies” with this
interval would be precisely natural isomorphisms. The category 2 defines the walking
arrow or free-living arrow, while I defines the walking isomorphism or free-living iso-
morphism, in a sense that will be explained in 2.1.2.(ix) and (x). An equivalence of
categories is precisely a “homotopy equivalence” where the notion of homotopy is defined
using the category I.
Definition 1.5.3. An equivalence of categories consists of functors F : C � D : G to-
gether with natural isomorphisms η : 1C � GF, ε : FG � 1D.26 Categories C and D are
equivalent, written C ' D, if there exists an equivalence between them.

Example 1.5.4. The functors (−)+ : Set∂ → Set∗ and U : Set∗ → Set∂ introduced in §1.3
define an equivalence of categories between the category of pointed sets and the category
of sets and partial functions. The composite U(−)+ is the identity on Set∂, so one of the
required natural isomorphisms is the identity. There is a natural isomorphism η : 1Set∗ ⇒

(U−)+ whose components

η(X,x) : (X, x)→ (X\{x} ∪ {X\{x}}, X\{x})

are defined to be the based functions that act as the identity on X\{x}.
Consider the categories Matk and Vectfdk of k-matrices and finite dimensional k-vector

spaces together with an intermediate category Vectbasis
k whose objects are finite dimen-

sional vector spaces with chosen basis and whose morphisms are arbitrary (not necessarily
basis-preserving) linear maps. These categories are related by the displayed sequence of
functors:

Matk
k(−)
// Vectbasis

kH
oo

U // VectfdkC
oo

26The notion of equivalence of categories was introduced by Grothendieck in the form of what we would
now call an adjoint equivalence; this definition will appear in Proposition 4.3.3. This explains the directions we
have adopted for the natural isomorphisms η and ε, which are otherwise immaterial (cf Exercise 1.4.1).
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Here U : Vectbasis
k → Vectfdk is the forgetful functor. The functor k(−) : Matk → Vectbasis

k
sends n to the vector space kn, equipped with the standard basis. An m × n-matrix, inter-
preted with respect to the standard bases on kn and km defines a linear map kn → km and
this assignment is functorial. The functor H carries a vector space to its dimension and a
linear map φ : V → W to the matrix expressing the action of φ on the chosen basis of V
using the chosen basis of W. The functor C is defined by choosing a basis for each vector
space.

These functors display equivalences of categories Matk ' Vectbasis
k ' Vectfdk . The

composite equivalence Matk ' Vectfdk , which exists by Exercise 1.5.6, expresses an equiva-
lence between concrete and abstract presentations of linear algebra. A direct proof of these
equivalences, by defining suitable natural isomorphisms, is not difficult, but we prefer to
give an indirect proof via a useful general theorem characterizing those functors forming
part of an equivalence of categories. To state this result, we need a few definitions.
Definition 1.5.5. A functor F : C→ D is

• full if for each x, y ∈ C, the map C(x, y)→ D(Fx, Fy) is surjective;
• faithful if for each x, y ∈ C, the map C(x, y)→ D(Fx, Fy) is injective;
• and essentially surjective on objects if for every object d ∈ D there is some c ∈ C

such that d is isomorphic to Fc.
Remark 1.5.6. Fullness and faithfulness are local conditions; a global condition, by con-
trast, applies “everywhere.” A faithful functor need not be injective on morphisms; neither
must a full functor be surjective on morphisms. A full and faithful functor may be referred
to as fully faithful, for short. A faithful functor that is injective on objects is called an em-
bedding; in this case, faithfulness implies that the functor is (globally) injective on arrows.
We say that a fully faithful injective-on-objects functor defines a full embedding of the
domain category into the codomain category. The domain then defines a full subcategory
of the codomain.
Theorem 1.5.7. A functor defining an equivalence of categories is full, faithful, and essen-
tially surjective on objects. Assuming the axiom of choice, any functor with these properties
defines an equivalence of categories.

The proof of Theorem 1.5.7 makes repeated use of the following elementary lemma.
Lemma 1.5.8. Any morphism f : a → b and fixed isomorphisms a � a′ and b � b′ deter-
mine a unique morphism f ′ : a′ → b′ so that any of, or equivalently, all of the following
four diagrams commute.

a

f
��

a′�oo

f ′

��

a

f
��

� // a′

f ′

��

a

f
��

a′�oo

f ′

��

a

f
��

� // a′

f ′

��
b

�
// b′ b

�
// b′ b b′

�
oo b b′

�
oo

Proof. The left-hand diagram defines f ′. The commutativity of the remaining dia-
grams is left as Exercise 1.5.1. �

Proof of Theorem 1.5.7. First suppose that F : C→ D, G : D→ C, η : 1C � GF, and
ε : FG � 1D define an equivalence of categories. For any d ∈ D, the component of the
natural isomorphism εd : FGd � d demonstrates that F is essentially surjective. Consider
a parallel pair f , g : c ⇒ c′ in C. If F f = Fg, then both f and g define an arrow c → c′
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making the diagram

c

f or g
��

ηc

�
// GFc

GF f =GFg
��

c′
ηc′

� // GFc′

that expresses the naturality of η commute. Lemma 1.5.8 implies that there is a unique
arrow c → c′ with this property, whence f = g. Thus, F is faithful, and by symmetry, so
is G. Given k : Fc → Fc′, by Lemma 1.5.8 Gk and the isomorphisms ηc and ηc′ define a
unique h : c→ c′ for which both Gk and GFh make the diagram

c

h
��

ηc

�
// GFc

Gk or GFh
��

c′
ηc′

� // GFc′

commute. By Lemma 1.5.8 again, GFh = Gk, whence Fh = k by faithfulness of G. Thus,
F is full, faithful, and essentially surjective.

For the converse, suppose now that F : C → D is full, faithful, and essentially surjec-
tive on objects. Using essential surjectivity and the axiom of choice, we may define, for
each d ∈ D, an object Gd ∈ C and an isomorphism εd : FGd � d. For each ` : d → d′,
Lemma 1.5.8 defines a unique morphism making the square

FGd
εd

�
//

���
�
� d

`

��
FGd′

εd′

� // d′

commute. Since F is fully faithful, there is a unique morphism Gd → Gd′ with this
image under F, which we define to be G`. This definition is arranged so that the chosen
isomorphisms assemble into the components of a natural transformation ε : FG ⇒ 1D. It
remains to prove that the assignment of arrows ` 7→ G` is functorial and to define the
natural isomorphism η : 1C ⇒ GF.

Functoriality of G is another consequence of Lemma 1.5.8 and faithfulness of F. The
morphisms FG1d and F1Gd both make

FGd

FG1d or F1Gd

��

εd

�
// d

1d

��
FGd

εd

� // d

commute, whence G1d = 1Gd. Similarly, given `′ : d′ → d′′, both F(G`′ ·G`) and FG(`′`)
make

FGd

F(G`′·G`) or FG(`′`)
��

εd

�
// d

`′`

��
FGd′′

εd′′

� // d′′

commute, whence G`′ ·G` = G(`′`).
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Finally, by full and faithfulness of F, we may define the isomorphisms ηc : c → GFc
by specifying isomorphisms Fηc : Fc → FGFc; see Exercise 1.5.8. Define Fηc to be ε−1

Fc .
For any f : c→ c′, the outer rectangle

Fc

F f
��

Fηc // FGFc
εFc //

FGF f
��

Fc

F f
��

Fc′
Fηc′
// FGFc′

εFc′
// Fc′

commutes, both composites being F f . The right-hand rectangle commutes, by naturality
of ε. Because εFc′ is an isomorphism, this implies that the left-hand square commutes; see
Lemma 1.6.25. Faithfulness of F tells us that ηc′ · f = GF f · ηc, i.e., that η is a natural
transformation. �

Applying Theorem 1.5.7, it is easy to see that the functors

Matk � Vectbasis
k � Vectfdk

define an equivalence of categories. For instance, the morphisms in the category Vectbasis
k

are defined so that U is fully faithful.
A category is connected if any pair of objects can be connected by a finite zig-zag of

morphisms.
Proposition 1.5.9. Any connected groupoid is equivalent, as a category, to the automor-
phism group of any of its objects.

Proof. Choose any object g of a connected groupoid G and let G = G(g, g) denote its
automorphism group. The inclusion BG ↪→ G mapping the unique object of BG to g ∈ G
is full and faithful, by definition, and essentially surjective, since G was assumed to be
connected. Apply Theorem 1.5.7. �

As a special case, we obtain the following result:
Corollary 1.5.10. In a path connected space X, any choice of basepoint x ∈ X yields an
isomorphic fundamental group π1(X, x).

Proof. Recall from Example 1.1.8.(ii) that any space X has a fundamental groupoid
Π1(X) whose objects are points in X and whose morphisms are basepoint-preserving ho-
motopy classes of paths in X. Picking any point x, the group of automorphisms of the
object x ∈ Π1(X) is exactly the fundamental group π1(X, x). Proposition 1.5.9 implies
that every automorphism group is equivalent, as a category, to Π1(X); thus, by Exercise
1.5.6, any pair are equivalent to each other. An equivalence between 1-object categories
is an isomorphism. Exercise 1.4.2 reveals that an isomorphism of groups, regarded as
1-object categories, is exactly an isomorphism of groups in the usual sense (a bijective
homomorphism). Thus, all of the fundamental groups defined by choosing a basepoint in
a path-connected space are isomorphic. �

Remark 1.5.11. Frequently, one functor of an equivalence of categories can be defined
canonically, while the inverse equivalence requires the axiom of choice. In the case of the
equivalence between the fundamental group and fundamental groupoid of a path-connected
space, we can say more precisely that one direction is natural, while the other is not. Write
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Toppc
∗ for the category of path-connected based topological spaces. We regard the funda-

mental group π1 and fundamental groupoid Π1 as a parallel pair of functors:

π1 : Toppc
∗

π1
−→ Group ↪→ Cat and Π1 : Toppc

∗

U
−→ Top

Π1
−→ Groupoid ↪→ Cat.

The inclusion of the fundamental group into the fundamental groupoid defines a natural
transformation π1 ⇒ Π1 such that each component π1(X, x) → Π1(X), itself a functor,
is furthermore an equivalence of categories. The definition of the inverse equivalence
Π1(X) → π1(X, x), requires the choice, for each point p ∈ X, of a path connecting p to
the basepoint x. These (path homotopy classes of) chosen paths need not be preserved by
maps in Toppc

∗ . Thus the inverse equivalences Π1(X) → π1(X, x) do not assemble into a
natural transformation.

The group of automorphisms of any object in a connected groupoid, considered in
Proposition 1.5.9, is one example of the skeleton of a category.
Definition 1.5.12. A category C is skeletal if it contains just one object in each isomor-
phism class. The skeleton skC of a category C is the unique (up to isomorphism) skeletal
category that is equivalent to C.

The category skC may be constructed by choosing one object in each isomorphism
class in C and defining skC to be the full subcategory on this collection of objects. Imme-
diately, the inclusion skC ↪→ C defines an equivalence of categories. This construction,
however, fails to define a functor sk(−) : CAT→ CAT.

Note than an equivalence between skeletal categories is necessarily an isomorphism of
categories. As Exercise 1.5.6 demonstrates, equivalence of categories is an equivalence re-
lation. Thus, two categories are equivalent if and only if their skeletons are isomorphic. For
this reason, we feel free to speak of the skeleton of a category, even though its construction
is not canonical.
Examples 1.5.13.

(i) The skeleton of a connected groupoid is the group of automorphisms of any of
its objects (see Proposition 1.5.9).

(ii) The skeleton of the category defined by a preorder, as described in Example
1.1.3.(iii), is a poset.

(iii) The skeleton of the category Vectfdk is the category Matk.
(iv) The skeleton of the category Finiso is the category whose objects are positive

integers and with Hom(n, n) = Σn, the group of permutations of n elements. The
hom-sets between distinct natural numbers are all empty.

(v) Let X : BG → Set be a left G-set. Its translation groupoid TGX has elements
of X as objects. A morphism g : x→ y is an element g ∈ G so that g · x = y. The
objects in the skeleton skTGX are the connected components in the translation
groupoid. These are precisely the orbits of the group action, which partition
X in precisely this manner. Consider x ∈ X as a representative of its orbit
Ox. Because the translation groupoid is equivalent to its skeleton, we must
have HomskTG X(Ox,Ox) � HomTG X(x, x), the set of automorphisms of x. This
group consists of precisely those g ∈ G so that g · x = x. In other words, the
group HomTG X(x, x) is the stabilizer Gx of x with respect to the G-action. Note
that this argument implies that any pair of elements in the same orbit must have
isomorphic stabilizers. As is always the case for a skeletal groupoid, there are no
morphisms between distinct objects. In summary, the skeleton of the translation
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groupoid, as a category, is the disjoint union of the stabilizer groups, indexed by
the orbits of the action of G on X.

The set of morphisms in the translation category with domain x is iso-
morphic to G. This set may be expressed as a disjoint union of hom-sets
HomTG X(x, y), where y ranges over the orbit Ox. Each of these hom-sets is
isomorphic to HomTG X(x, x) = Gx. In particular, |G| = |Ox| · |Gx|, proving the
orbit-stabilizer theorem.

A guiding principle in category theory is that categorically-defined concepts should
be equivalence invariant. Some category theorists go so far as to call a definition “evil”
if it is not invariant under equivalence of categories. The only evil definitions we have
introduced thus far are smallness and discreteness. A category is essentially small if it
is equivalent to a small category, or, equivalently, if its skeleton is a small category. A
category is essentially discrete if it is equivalent to a discrete category.

The following constructions and definitions are equivalence invariant:

• If a category is locally small, any category equivalent to it is again locally small.
• If a category is a groupoid, any category equivalent to it is again a groupoid.
• If C ' D then Cop ' Dop.
• The product of a pair of categories is equivalent to the product of any pair of equivalent

categories.
• An arrow in C is an isomorphism if and only if its image under an equivalence C→ D

is an isomorphism.

We conclude with a final remark. By Theorem 1.5.7, a full and faithful functor
F : C → D defines an equivalence onto its essential image, the full subcategory of ob-
jects isomorphic to Fc for some c ∈ C. Fully faithful functors have a useful property stated
as Exercise 1.5.8: if F is full and faithful and Fc and Fc′ are isomorphic in D, then c
and c′ are isomorphic in C. We will introduce what are easily the most important fully
faithful functors in category theory in Chapter 2: the covariant and contravariant Yoneda
embeddings.

Exercises.
Exercise 1.5.1. Prove Lemma 1.5.8.
Exercise 1.5.2. Show that any category that is equivalent to a locally small category is
locally small.
Exercise 1.5.3. Let G be a connected groupoid and let G be the group of automorphisms
at any of its objects. The inclusion G ↪→ G defines an equivalence of categories. Construct
an inverse equivalence G→ G.
Exercise 1.5.4. Characterize the categories that are equivalent to discrete categories. A
category that is connected and essentially discrete is called chaotic.
Exercise 1.5.5. Prove that the composite of a pair of full, faithful, or essentially surjective
functors again has the same properties.
Exercise 1.5.6. Prove that if C ' D and D ' E then C ' E. Conclude that equivalence of
categories is an equivalence relation.
Exercise 1.5.7. Consider the functors Ab→ Group (inclusion), Ring→ Ab (forgetting the
multiplication), (−)× : Ring → Group (taking the group of units), Ring → Rng (dropping
the multiplicative unit), Field → Ring (inclusion), ModR → Ab (forgetful). Determine
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which functors are full, which are faithful, and which are essentially surjective. Do any
define an equivalence of categories?
Exercise 1.5.8. In the presence of a full and faithful functor F : C→ D prove that

(i) Objects x, y ∈ C are isomorphic if and only if Fx and Fy are isomorphic in D.
(ii) A morphism f : x→ y ∈ C is an isomorphism if and only if F f : Fx→ Fy ∈ D

is an isomorphism.

1.6. The art of the diagram chase

The diagrams incorporate a large amount of
information. Their use provides extensive savings
in space and in mental effort. In the case of many
theorems, the setting up of the correct diagram is
the major part of the proof. We therefore urge that
the reader stop at the end of each theorem and
attempt to construct for himself the relevant
diagram before examining the one which is given
in the text. Once this is done, the subsequent
demonstration can be followed more readily; in
fact, the reader can usually supply it himself.

Samuel Eilenberg and Norman Steenrod,
Foundations of Algebraic Topology, xi.

Speaking loosely, a diagram in a category consists of a collection of morphisms, usu-
ally depicted as a directed graph. The diagram commutes if any two paths of composable
arrows in this directed graph with common source and target have the same composite; a
more precise definition will be given in a moment. For example, a commutative triangle

(1.6.1) •
h //

f ��??????? •

•

g

??�������

asserts that the hypotenuse h equals the composite g f of the two legs. Commutative di-
agrams in a category can be used to define more complicated mathematical objects. For
example:
Definition 1.6.2. A monoid is an object M ∈ Set together with morphisms µ : M×M → M
and η : 1→ M so that the following diagrams commute:

M × M × M

µ×1M

��

1M×µ // M × M

µ

��

M
η×1M //

1M ##GGGGGGGGG M × M

µ

��

M
1M×ηoo

1M{{wwwwwwwww

M × M
µ

// M M

The morphism µ : M×M → M defines a binary “multiplication” operation on M. The
morphism η : 1 → M, whose domain is a singleton set, identifies an element η ∈ M. The
three axioms demand that multiplication is associative and that multiplication on the left
or right by the element η acts as the identity. The advantage of the commutative diagrams
approach to this definition is that it readily generalizes to other categories. For example:
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Definition 1.6.3. A topological monoid is an object M ∈ Top together with morphisms
µ : M × M → M and η : 1→ M so that the following diagrams commute:

M × M × M

µ×1M

��

1M×µ // M × M

µ

��

M
η×1M //

1M ##GGGGGGGGG M × M

µ

��

M
1M×ηoo

1M{{wwwwwwwww

M × M
µ

// M M

A unital ring27 is an object R ∈ Ab together with morphisms µ : R ⊗Z R → R and
η : Z→ R so that the following diagrams commute:

R ⊗Z R ⊗Z R

µ⊗Z1R

��

1R⊗Zµ // R ⊗Z R

µ

��

R
η⊗Z1R //

1R ""EEEEEEEEE R ⊗Z R

µ

��

R
1R⊗Zηoo

1R||yyyyyyyyy

R ⊗Z R
µ

// R R

A k-algebra is an object R ∈ Vectk together with morphisms µ : R ⊗k R → R and
η : k→ R so that the following diagrams commute:

R ⊗k R ⊗k R

µ⊗k1R

��

1R⊗kµ // R ⊗k R

µ

��

R
η⊗k1R //

1R ""EEEEEEEEE R ⊗k R

µ

��

R
1R⊗kηoo

1R||yyyyyyyyy

R ⊗k R
µ

// R R

There are evident formal similarities in each of these four definitions; they are all
special cases of a general notion of a monoid in a monoidal category, as defined in §E.2.
The morphisms η : 1 → M in the case of topological monoids, η : Z → R in the case of
unital rings, and η : k → R in the case of k-algebras do no more and no less than specify
an element of M or R to serve as the multiplicative unit. We will introduce language to
describe the role played in each case by the topological space 1, the abelian group Z, and
the vector space k in Chapter 2.

In the case of a topological monoid, the condition that µ : M ×M → M is a morphism
in Top demands that the multiplication function is continuous; an example is the circle
S 1 ⊂ C with addition of angles. For unital rings, the morphism µ : R ⊗Z R → R represents
a bilinear homomorphism of abelian groups from R × R to R; in particular multiplication
distributes over addition in R. The role of the tensor product in the definition of a k-algebra
is similar.
Definition 1.6.4. A diagram in a category C is a functor F : J → C whose domain, the
indexing category, is a small category.

A diagram is typically depicted by drawing the objects and morphisms in its image,
with the domain category left implicit. Nonetheless, the indexing category J plays an
important role. Functoriality requires that any composition relation that holds in J must
hold in the image of the diagram. To say that the diagram is commutative is generally
to assert that the indexing category J is a preorder, so that any two paths of composable
arrows have a common composite. Functoriality of the diagram then implies that these

27A not-necessarily unital ring may be defined by ignoring the morphism η and the pair of commutative
triangles. We decline to introduce this definition, however, because Bjorn Poonen makes a persuasive case why
all rings should have a 1 [Poo14].
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composition relations must also hold in C. As an immediate consequence of the form of
our definition of a commutative diagram, we have the following result.
Lemma 1.6.5. Functors preserve commutative diagrams.

Proof. A diagram in C is given by a functor F : J → C, whose domain is a small
category. Given any functor G : C → D, the composite GF : J → D defines the image of
the diagram in D. �

Example 1.6.6. Consider 2 × 2, the category with four objects and the displayed non-
identity morphisms

•

��

//

��??????? •

��
• // •

In 2 × 2, the diagonal morphism is the composite of both the top and right morphisms and
the left and bottom morphisms; in particular, these composites are equal. A diagram in-
dexed by 2×2, typically drawn without the diagonal composite, is a commutative square.
Remark 1.6.7. In practice, one thinks of the indexing category as a directed graph, defining
the shape of the diagram, together with specified commutativity relations. For example,
to define a functor with domain 2 × 2 it suffices to specify the images of the four objects
together with four morphisms

a
f //

g

��

b

h
��

c
k
// d

subject to the relation that h f = kg. When indexing categories are represented in this way,
the commutativity relations become an essential part of the data. They distinguish between
the category 2 × 2 that indexes a commutative square and the category

•

��

//

��???????

��??????? •

��
• // •

that indexes a not-necessarily commutative square; here the two diagonals represent dis-
tinct composites of the two paths along the edges of the square.
Example 1.6.8. Consider 2×3, the category with six objects and the displayed non-identity
morphisms

•

��

//

��???????

''OOOOOOOOOOOOOO •

��

//

��??????? •

��
• // • // •

The long diagonal asserts that the outer composite triples coincide. The short diagonals
assert, respectively, that the left-hand and right-hand squares commute. The inner paral-
lelogram also commutes. A diagram indexed by 2 × 3, typically drawn without any of the
diagonals, is a commutative rectangle.
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Two commutative squares define a commutative rectangle: a collection of morphisms
with the indicated sources and targets

(1.6.9) a
f //

g
��

b
j //

h
��

c

`

��
a′

k
// b′ m

// c′

define a 2 × 3-shaped diagram provided that h f = kg and ` j = mh. This is a special case
of the following more general result, which describes the induced relations in the “algebra
of composition” encoded by the arrows in a category.
Lemma 1.6.10. Suppose f1, . . . , fn is a composable sequence (“path”) of morphisms in a
category. If the composite fk fk−1 · · · fi+1 fi equals gm · · · g1, for another composable se-
quence of morphisms g1, . . . , gm, then fn · · · f1 = fn · · · fk+1gm · · · g1 fi−1 · · · f1.

Proof. Composition is well-defined: if the composites gm · · · g1 and fk fk−1 · · · fi+1 fi
define the same arrow, then the results of pre- or post-composing with other sequences of
arrows must also be the same. �

This very simple result underlies most proofs by “diagram chasing.” When a diagram
is depicted by a simple (meaning there is at most one edge between any two vertices)
acyclic directed graph, the most common convention is to include commutativity relations
that assert that any two paths in the diagram with a common source and target commute.
For example, the category 2 × 2 × 2 indexes the commutative cube, which is typically
depicted as follows:

• //

��

��@@@ •

��

��@@@

• //

��

•

��
•

��@@@
// •

��@@@

• // •

In such cases, Lemma 1.6.10 and transitivity of equality implies that commutativity of
the entire diagram may be checked by establishing commutativity of each minimal sub-
diagram. Here, a minimal subdiagram corresponds to a composition relation hn · · · h1 =

km · · · k1 that cannot be factored into a relation between shorter paths of composable mor-
phisms. The graph corresponding to a minimal relation is a “directed polygon”

•
h2 // • •

hn−1 // •
hn

��???????

•

h1

??�������

k1 ��??????? •

•
k2

// • •
km−1

// •
km

??�������

a commutative triangle, as in (1.6.1), being the simplest case. This sort of argument is
called “equational reasoning” in [Sim11, 2.1], which provides an excellent short introduc-
tion to diagram chasing.

The following results have simple proofs by diagram chasing.
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Lemma 1.6.11. Consider a commutative square βα = δγ in which each of the morphisms
is an isomorphism. Then α−1β−1 = γ−1δ−1.

Proof. Post-compose the composition relation βα = δγ with α−1β−1 and pre-compose
with γ−1δ−1. �

A number of important facts about natural transformations are also proven by diagram
chasing. A natural transformation in French is a morphisme de foncteurs. Indeed, for any
fixed pair of categories C and D, there is a category DC whose objects are functors C→ D
and whose morphisms are natural transformations of such.28 Given a functor F : C → D,
the natural transformation 1F : F ⇒ F is defined with components (1F)c = 1Fc. The
following lemma describes composition of morphisms in DC.
Lemma 1.6.12. Suppose α : F ⇒ G and β : G ⇒ H are natural transformations between
parallel functors F,G,H : C → D. Then there is a natural transformation βα : F ⇒ H
whose components (β · α)c = βc · αc are defined to be the composites of the components of
α and β.

Proof. Naturality of α and β implies that for any f : c → c′ in the domain category
each square, and thus also the composite rectangle, commutes:

Fc

F f
��

αc // Gc

G f
��

βc // Hc

H f
��

Fc′
αc′
// Gc′

βc′
// Hc′

�

The composition operation defined in Lemma 1.6.12 is called vertical composition.
Drawing the parallel functors horizontally, a composable pair of natural transformations in
the category DC fits into a pasting diagram

C

F
⇓ α ��
G //

H
⇓ β

EED = C

F
��

H

EE⇓ β · αD

As the terminology suggests, there is also a horizontal composition operation, defined by
the following lemma.
Lemma 1.6.13. Given a pair of natural transformations

C

F
��

G

EE⇓ α D

H
��

K

EE⇓ β E

28Care should be taken with size when discussing functor categories. If C and D are small, then DC is
again a small category, but if C and D are locally small then DC need not be; this is only guaranteed if D is locally
small and C is small. In summary, the formation of functor categories defines a bifunctor Catop × Cat → Cat
or Catop × CAT → CAT, but the category of functors between two non-small categories may be even larger than
these categories are.
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there is a natural transformation β ∗ α : HF ⇒ KG whose component at c ∈ C is defined
as the composite of the following commutative square

(1.6.14) HFc

Hαc

��

βFc // KFc

Kαc

��
HGc

βGc

// KGc

Proof. The square (1.6.14) commutes by naturality of β : H ⇒ K applied to the mor-
phism αc : Fc→ Gc in D. To prove that the components (β ∗α)c : HFc→ KGc so-defined
are natural, we must show that KG f · (β ∗ α)c = (β ∗ α)c′ · HF f for any f : c → c′ in C.
This relation holds on account of the commutative rectangle

HFc

HF f
��

Hαc // HGc

HG f
��

βGc // KGc

KG f
��

HFc′
Hαc′
// HGc′

βGc′
// KGc′

The right-hand square commutes by naturality of β. The left-hand square commutes by
naturality of α and Lemma 1.6.5, which states that functors, in this case the functor H,
preserve commutative diagrams. �

Remark 1.6.15. The natural transformations Hα : HF ⇒ HG, Kα : KF ⇒ KG, βF : HF ⇒
KF, and βG : HG ⇒ KG appearing in Lemma 1.6.13 are defined by whiskering the nat-
ural transformations α and β with the functors H and K or F and G, respectively. The
terminology is on account of the following graphical depiction of the whiskered composite

C F // D

H
��

K

EE⇓ β E L // F

LβF : LHF ⇒ LKF of the natural transformation β with the functors F and L. As demon-
strated by Lemma 1.6.13, we are also interested in the case where either L or F is an
identity. See Exercises 1.6.2 and 1.6.3.

In certain special cases, commutativity of diagrams can be automatic. For instance,
any parallel sequences of composable morphisms in a preorder must have a common com-
posite precisely because any hom-set in a preorder has at most one element!
Definition 1.6.16. An object x ∈ C is initial if for every c ∈ C there is a unique morphism
x → c. Dually, an object x ∈ C is terminal if for every c ∈ C there is a unique morphism
c→ x.
Lemma 1.6.17. Let f1, . . . , fn and g1, . . . , gm be composable sequences of morphisms so
that the domain of f1 equals the domain of g1 and the codomain of fn equals the codomain
of gm. If this common codomain is a terminal object, or if this common domain is an initial
object, then fn · · · f1 = gm · · · g1.

Proof. The two dual statements are immediate consequences of the uniqueness part
of Definition 1.6.16. �

Examples 1.6.18. Many of the categories we have met have initial and terminal objects.
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(i) The empty set is an initial object in Set and any singleton set is terminal.
(ii) In Top, the empty and singleton spaces are respectively initial and terminal.

(iii) In Set∗, any singleton set is both initial and terminal.
(iv) In ModR, the zero module is both initial and terminal. Similarly, the trivial group

is both initial and terminal in Group.
(v) The zero ring is a terminal object in Ring. To identify an initial object, we must

clarify what sort of rings are meant. Henceforth, let Ring denote the category of
unital rings and ring homomorphisms that preserve the multiplicative identity.
This is a non-full subcategory of the larger category Rng of rings which do not
necessarily have a multiplicative identity and homomorphisms which need not
preserve one if it happens to exist. The integers define an initial object in Ring
but not in Rng, in which the zero ring is initial.

(vi) The category Field of fields has neither initial nor terminal objects. Indeed, there
are no homomorphisms between fields of different characteristic.

(vii) The empty category defines an initial object in Cat, and the category 1 is termi-
nal.

(viii) An initial object in a preorder is a global minimal element, and a terminal object
is a global maximal element.

In certain cases, one can prove that a diagram commutes by appealing to “elements”
of the objects. For instance, this is possible in any concrete category.
Definition 1.6.19. A concrete category is a category C equipped with a faithful functor
U : C→ Set.

The functor U typically carries an object of C to its “underlying set.” The faithfulness
condition asserts that any parallel pair of morphisms f , g : c ⇒ c′ that induce the same
function U f = Ug between the underlying sets must be equal in C. The idea is that the
question of whether a map between the underlying sets of objects in a concrete category is a
map in the category is a condition (e.g., continuity). By contrast, the functor U : C → Set
is not faithful if the maps in C have extra structure that is not visible at the level of the
underlying sets (e.g., homotopy classes of maps [Fre04]).
Example 1.6.20. Each category listed in Example 1.1.2 is concrete, although care must be
taken in the case of Graph. The most obvious forgetful functors, which send a graph to its
set of vertices or its set of edges, are not faithful. However, the functor U : Graph → Set
that sends a graph to the union of its set of vertices and edges is faithful.

Consider a faithful functor U : C → D. Then any diagram in C whose image com-
mutes in D also commutes in C; the point is that the necessary relations between compos-
able sequences of morphisms are reflected from D to C by the faithful functor. In particular,
to prove that a diagram in a concrete category commutes, it suffices to prove commutativity
of the induced diagram of underlying sets. This amounts to showing that certain composite
functions between underlying sets are the same, and this can be checked by considering
the elements of those sets.

We close with a word of warning. We have seen that commutativity of a pair of adja-
cent squares as in (1.6.9) implies commutativity of the exterior rectangle, but the converse
need not hold, as illustrated by the following diagram in Ab, in which the outer rectangle
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commutes but neither square does:

Z
1Z //

��

Z

1Z
��

// 0

��
0 // Z

1Z
// Z

Neither does commutativity of one of the two squares, plus the outer rectangle, imply
commutativity of the other in general. The issue is that a composition relation of the form

ghn · · · h1 f = gkm · · · k1 f

need not imply that hn · · · h1 = km · · · k1 unless f and g have a special property, which we
now introduce.
Definition 1.6.21. A morphism f : x→ y in a category is

(i) a monomorphism if for any parallel morphisms h, k : w ⇒ x, f h = f k implies
that h = k.

(ii) an epimorphism if for any parallel morphisms h, k : y ⇒ z, h f = k f implies
that h = k.

In adjectival form, a monomorphism is monic and an epimorphism is epic. In common
shorthand a monomorphism is a mono and an epimorphism is an epi.
Example 1.6.22. Suppose f : X → Y is a monomorphism in the category of sets. Then,
in particular, given any two maps x, x′ : 1 ⇒ X, whose domain is the singleton set, if
f x = f x′ then x = x′. Thus, monomorphisms are injective functions. Conversely, any
injective function can easily be seen to be a monomorphism.

Similarly, a map f : X → Y in the category of sets is an epimorphism if and only if
it is surjective. Given functions h, k : Y ⇒ Z, the equation h f = k f says exactly that h is
equal to k on the image of f .

Thus, monomorphisms and epimorphisms should be regarded as categorical analogs
of the notions of injective and surjective functions. As will be demonstrated in Exercise
1.6.6, a morphism f : x → y in a concrete category C is a monomorphism if its induced
function U f : Ux → Uy between the underlying sets of x and y is injective. Dually,
f is an epimorphism if U f is surjective. However, a concrete category may have more
monomorphisms and epimorphisms than just those maps that have injective or surjective
underlying functions (see Exercise 1.6.7).

Example 1.6.23. Suppose that x
s
−→ y

r
−→ x are morphisms so that rs = 1x. The map s is a

section or right inverse to r, while the map r defines a retraction or left inverse to s. In
this case, s is always a monomorphism and r is always an epimorphism. To acknowledge
the presence of these one-sided inverses, s is said to be a split monomorphism and r is
said to be a split epimorphism.

A functor may or may not preserve monomorphisms or epimorphisms, but it necessar-
ily preserves split monomorphisms and split epimorphisms. One thinks of the retraction or
section as an “equational witness” for the mono or the epi.
Example 1.6.24. By the previous example, an isomorphism is necessarily both monic and
epic, but the converse need not hold in general. For example, the inclusion Z ↪→ Q is both
monic and epic in the category Rng or in Ring, but this map is not an isomorphism in either
category.
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Lemma 1.6.25. Consider morphisms with the indicated sources and targets

a
f //

g
��

b
j //

h
��

c

`

��
a′

k
// b′ m

// c′

and suppose that the outer rectangle commutes. This data defines a commutative rectangle
if either:

(i) the left-hand square commutes and m is a monomorphism.
(ii) the right-hand square commutes and f is an epimorphism.

Proof. The statements are dual. Assuming (i), we have mkg = ` j f = mh f by com-
mutativity of the outer rectangle and right-hand square. Since m is a monomorphism, it
follows that kg = h f and thus that the rectangle commutes. �

Exercises.
Exercise 1.6.1. Show that any map from a terminal object in a category to an initial one is
an isomorphism.
Exercise 1.6.2. Given a natural transformation β : H ⇒ K and functors F and L as dis-
played in

C F // D

H
��

K

EE⇓ β E L // F

define a natural transformation LβF : LHF ⇒ LKF by (LβF)c = LβFc. This is the
whiskered composite of β with L and F. Prove that LβF is natural.
Exercise 1.6.3. Redefine the horizontal composition of natural transformations introduced
in Lemma 1.6.13 using vertical composition and whiskering.
Exercise 1.6.4. Given functors and natural transformations

C

F
⇓ α ��
G //

H
⇓ β

EED

J
⇓ γ ��
K //

L
⇓ δ

EEE

prove that (δγ) ∗ (βα) = (δ ∗ β)(γ ∗ α). That is, prove that the natural transformation
JF ⇒ LH defined by first composing vertically and then composing horizontally equals
the natural transformation defined by first composing horizontally and then composing
vertically. This is the rule of middle four interchange.
Exercise 1.6.5. Prove that the monomorphisms in any category define a subcategory of
that category. Apply duality to prove that the epimorphisms also define a subcategory.
Exercise 1.6.6. Show that any faithful functor reflects monomorphisms. That is, if F : C→
D is faithful, prove that if F f is a monomorphism in D, then f is a monomorphism in C.
Argue by duality that faithful functors also reflect epimorphisms. Conclude that in any
concrete category, any morphism that defines an injection of underlying sets is a monomor-
phism and any morphism that defines a surjection of underlying sets is an epimorphism.
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Exercise 1.6.7. Find a concrete category that contains a monomorphism whose underlying
function is not injective. Find a concrete category that contains an epimorphism whose
underlying function is not surjective.
Exercise 1.6.8. For any group G, we may define other groups:
• the center Z(G) = {h ∈ G | hg = gh∀g ∈ G}, a subgroup of G,
• the commutator subgroup C(G), the subgroup of G generated by the elements ghg−1h−1

for any g, h ∈ G, and
• the automorphism group Aut(G), the group of isomorphisms φ : G → G in Group.

Trivially all three constructions define a functor from the discrete category of groups (with
only identity morphisms) to Group. Are these constructions functorial in
• the isomorphisms of groups? That is, do they extend to functors Groupiso → Group?
• the epimorphisms of groups? That is, do they extend to functors Groupepi → Group?
• all homomorphisms of groups? That is, do they extend to functors Group→ Group?

Exercise 1.6.9. Prove that a bifunctor F : C × D→ E is uniquely determined by:
(i) A functor F(c,−) : D→ E for each c ∈ C.

(ii) A natural transformation F( f ,−) : F(c,−) ⇒ F(c′,−) for each f : c → c′ in C,
defined functorially in C.

In other words, prove that there is a bijection between functors C × D → E and functors
C→ ED.





CHAPTER 2

Representability and the Yoneda lemma

Traditional approaches to the foundations of mathematics are based on set theory. In
particular, many mathematical objects are defined to be sets with additional structure. For
this reason, we are particularly interested in functors taking values in the category of sets.
This chapter is devoted to their study.

2.1. Representable functors

A paradigmatic example is the bifunctor C(−,−) : Cop × C → Set defined for any
locally small category C, the two-sided represented functor introduced in Definition 1.3.11.
It sends a pair of objects x, y ∈ C to the set C(x, y) of morphisms in C with domain x and
codomain y. A pair of morphisms f : x′ → x and h : y→ y′ define a function

C(x, y)
h◦−◦ f
−−−−→ C(x′, y′)

that maps a morphism g : x → y to the composite morphism hg f : x′ → y′. Fixing an
object in either the domain or the codomain variable, this bifunctor restricts to define the
covariant and contravariant functors represented by the fixed objects

C(x,−) : C→ Set C(−, y) : Cop → Set

that were introduced in Definition 1.3.9.
Definition 2.1.1. A covariant or contravariant functor F from a locally small category C
to Set is representable if there is an object c ∈ C and a natural isomorphism between F
and the functor of appropriate variance1 represented by c. A representation for a covariant
functor F is then a choice of object c ∈ C together with a specified natural isomorphism
C(c,−) � F; similarly for a contravariant functor. In this case, we say that the functor F is
represented by the object c.

We will have more to say about the distinction between a functor being representable
and a choice of representation soon, where we will also answer the question of how unique
is the choice of representation for a representable functor.

One reason for our particular interest in representable functors is because many exam-
ples occur “in nature.”
Examples 2.1.2. The following covariant functors are representable.

(i) The identity functor 1Set : Set → Set is represented by the singleton set. That
is, for any set X, there is a natural isomorphism Set(1, X) � X that defines a
bijection between elements x ∈ X and functions x : 1→ X carrying the singleton

1Some authors use the term “corepresentable” for covariant representable functors, reserving “repre-
sentable” for the contravariant case. We find this distinction unnecessary since the variance is always evident
from the definition of the functor F.

43



44 2. REPRESENTABILITY AND THE YONEDA LEMMA

element to x. Naturality says that for any f : X → Y , the diagram

Set(1, X)

f∗
��

� // X

f

��
Set(1,Y)

�
// Y

commutes, i.e., that the composite function 1
x
−→ X

f
−→ Y corresponds to the

element f (x) ∈ Y , as is evidently the case.
(ii) The forgetful functor U : Group → Set is represented by the group Z. That

is, for any group G, there is a natural isomorphism Group(Z,G) � UG that
associates, to every element g ∈ UG, the unique homomorphism Z → G that
maps the integer 1 to g. This defines a bijection because every homomorphism
Z→ G is determined by the image of the generator 1; that is to say, Z is the free
group on a single generator. This bijection is natural because the composite

group homomorphism Z
g
−→ G

φ
−→ H carries the integer 1 to φ(g) ∈ H.

(iii) For any unital ring R, the forgetful functor U : ModR → Set is represented by
the R-module R. That is, there is a natural bijection between R-module homo-
morphisms R→ M and elements of the underlying set of M, in which m ∈ UM
is associated to the unique R-module homomorphism that carries the multiplica-
tive identity to m. This explains the appearance of the abelian group Z and the
vector space k in Definition 1.6.3, where maps with these domains were used to
specify elements in the codomains.

(iv) The functor U : Ring → Set is represented by the unital ring Z[x], the polyno-
mial ring in one variable with integer coefficients. A unital ring homomorphism
Z[x] → R is uniquely determined by the image of x; put another way, Z[x] is
the free unital ring on a single generator.

(v) The functor U(−)n : Group → Set that sends a group G to the set of n-tuples
of elements of G is represented by the free group on n generators. Similarly,
the functor U(−)n : Ab → Set is represented by the free abelian group on n
generators.

(vi) The functor (−)× : Ring → Set that sends a unital ring to its set of units is
represented by the ring Z[x, x−1] of Laurent polynomials in one variable. That
is to say, a ring homomorphism Z[x, x−1] → R may be defined by sending x to
any unit of R and is completely determined by this assignment, and moreover
there are no ring homomorphisms that carry x to a non-unit.

(vii) The forgetful functor U : Top→ Set is represented by the singleton space: there
is a natural bijection between elements of a topological space and continuous
functions from the point.

(viii) The functor ob: Cat → Set that takes a small category to its set of objects is
represented by the terminal category 1: a functor 1→ C is no more and no less
than a choice of object in C.

(ix) The functor mor : Cat→ Set that takes a small category to its set of morphisms
is represented by the category 2: a functor 2→ C is no more and no less than a
choice of morphism in C.

(x) The functor iso : Cat → Set that takes a small category to its set of isomor-
phisms (pointing in a chosen direction) is represented by the category I, with
two objects and exactly one morphism in each hom-set.
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(xi) The functor comp: Cat → Set that takes a small category to the set of com-
posable pairs of morphisms in it is represented by the category 3. Generalizing,
the ordinal n + 1 = 0 → 1 → · · · → n represents the functor that takes a small
category to the set of paths of n composable morphisms in it.

(xii) The forgetful functor U : Set∗ → Set is represented by the two element based
set: based functions out of this set correspond naturally and bijectively to ele-
ments of the target based set.

(xiii) The functors Top→ Set that carry a topological space to its set of paths or its set
of loops are representable by the unit interval I and the circle S 1 by definition.
A path in X is a continuous function I → X while a loop in X is a continuous
function S 1 → X.

Examples 2.1.3. The following contravariant functors are representable.

(i) The contravariant powerset functor P : Setop → Set is represented by the set
Ω = {>,⊥} with two elements. The natural isomorphism Set(A,Ω) � P(A) is
defined by the bijection that associates a function A → Ω with the subset that
is the preimage of >; reversing perspectives, a subset A′ ⊂ A is identified with
its classifying function χA′ : A→ Ω, which sends exactly the elements of A′ to
the element >. Naturality says that for any function f : A→ B, the diagram

Set(B,Ω) � //

f ∗

��

P(B)

f −1

��
Set(A,Ω)

�
// P(A)

commutes. That is, given a function χB′ : B→ Ω classifying the subset B′ ⊂ B,

the composite function A
f
−→ B

χB′
−−→ Ω classifies the subset f −1(B′) ⊂ A, which

is easily seen to be the case.
(ii) The functor O : Topop → Set that sends a space to its set of open subsets is

represented by the Sierpinski space S . This is the topological space with two
points, one closed and one open. The natural bijection Top(X, S ) � O(X) as-
sociates a continuous function X → S to the preimage of the open point. This
bijection is natural because a composite function Y → X → S classifies the
preimage of the open subset of X under the function Y → X.

(iii) The Sierpinski space also represents the functor C : Topop → Set that sends a
space to its set of closed subsets. Composing the natural isomorphisms O �
Top(−, S ) � C we see that the closed set and open set functors are naturally iso-
morphic. Unpacking the definitions, we see that the composite natural isomor-
phism carries an open subset to its complement, which is closed. This recovers
the natural isomorphism described in Example 1.4.3.(v).

(iv) The functor Hom(− × A, B) : Setop → Set that sends a set X to the set of func-
tions X × A→ B is represented by the set BA of functions from A to B. That is,
there is a natural bijection between functions X×A→ B and functions X → BA.
This natural isomorphism is referred to as currying in computer science; by fix-
ing a variable in a two-variable function, one obtains a family of functions in a
single variable.

(v) The functor U(−)∗ : Vectop
k → Set that sends a vector space to the set of vectors

in its dual space is represented by the vector space k, i.e., linear maps V → k
are, by definition, precisely the vectors in the dual space V∗.
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(vi) Fix a topological space Y , a set X, and a function f : X → UY . Define a functor
T f : Topop → Set by taking T f (A) to be the set of functions UA → X so that
the composite function UA → X → UY is a continuous function between the
spaces A and Y . This functor is represented by assigning X the coarsest topology
so that f is continuous. It has a subbasis given by preimages of open sets in (a
subbasis of) Y .

The representations considered in Examples 2.1.2 and 2.1.3 describe universal prop-
erties of the representing objects in a sense that we will soon make precise. Representabil-
ity of certain functors can also be used to define categorical properties of the domain cate-
gory, a strategy we will use repeatedly. Here is a first example.
Example 2.1.4. For any category C, not necessarily locally small, we can define a constant
functor ∗ : C → Set that sends every object c ∈ C to the singleton set. What does it mean
for this functor to be representable? In particular, representability implies that there is an
object i ∈ C so that for any c ∈ C the set C(i, c) contains exactly one element. In other
words, the functor ∗ : C → Set is representable if and only if C admits an initial object i.
Dually, Cop → Set is representable if and only if C admits a terminal object.

Exercises.
Exercise 2.1.1. For each of the three functors

1
0 //

1
// 2!oo

between the categories 1 and 2, describe the corresponding natural transformations be-
tween the covariant functors Cat→ Set represented by these categories.
Exercise 2.1.2. A functor F defines a subfunctor of G if there is a natural transformation
α : F ⇒ G whose components are monomorphisms. In the case of G : Cop → Set a
subfunctor is given by a collection of subsets Fc ⊂ Gc so that each G f : Gc → Gc′

restricts to define a function F f : Fc→ Fc′. Characterize those subsets that assemble into
a subfunctor of the representable functor C(−, c).
Exercise 2.1.3. Suppose F : C → Set is equivalent to G : D → Set in the sense that there
is an equivalence of categories H : C→ D so that GH and F are naturally isomorphic.

(i) If F is representable, then is G representable?
(ii) If G is representable, then is F representable?

2.2. The Yoneda lemma

Yoneda enjoyed relating the story of the origins
of this lemma, as follows. He had guided Samuel
Eilenberg during Eilenberg’s visit to Japan, and in
this process learned homological algebra. Soon
Yoneda spent a year in France (apparently in 1954
and 1955). There he met Saunders Mac Lane.
Mac Lane, then visiting Paris, was anxious to
learn from Yoneda, and commenced an interview
with Yoneda in a café at Gare du Nord. The
interview was continued on Yoneda’s train until
its departure. In its course, Mac Lane learned
about the lemma and subsequently baptized it.

Saunders Mac Lane, “The Yoneda lemma”
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To gain a better understanding of the representable functors considered above and of
questions of representability, such as posed in Example 2.1.4, we would like to answer
the following question: given a functor F : C → Set, what data is needed to define a
natural isomorphism C(c,−) � F? More generally, what data is needed to define a natural
transformation C(c,−)⇒ F?

As a first example, consider diagrams whose shape is given by the ordinal category
ω. A functor F : ω → Set is given by a family of sets (Fn)n∈N together with functions
fn,n+1 : Fn → Fn+1. The functor ω(k,−) : ω → Set represented by the object k ∈ ω
corresponds to a family whose first k sets, indexed by objects n < k, are empty and whose
remaining sets, indexed by n ≥ k are singletons. A natural transformation α : ω(k,−)⇒ F,
as always, is given by components αn : ω(k, n) → Fn satisfying a naturality condition.
Using the fact that the sets ω(k, n) are either empty or singletons, we display the data in a
diagram

∅

α0

��

// ∅

α1

��

// · · · // ∅

αk−1

��

// ∗ //

αk

��

∗

αk+1

��

// · · · // ∗

αn

��

// · · ·

F0 f0,1
// F1 // · · · // Fk−1 fk−1,k

// Fk fk,k+1

// Fk+1 // · · · // Fn // · · ·

Evidently, the components αn contain no information for n < k. For n ≥ k, the components
determine elements αn ∈ Fn. The naturality condition demands that αn+1 = fn,n+1(αn).
By an inductive argument, we see that the natural transformation α : ω(k,−) ⇒ F is com-
pletely and uniquely determined by the choice of the first element αk ∈ Fk, which we think
of as the image of the morphism 1k under the k-th component map αk : ω(k, k) → Fk.
Moreover, any element of Fk may be chosen as this image; naturality places no further
restrictions.

As a second example, we consider diagrams whose indexing categories are groups.
Example 2.2.1. A group G, when regarded as a category, has a single object. Thus, there
is a unique covariant represented functor G → Set and a unique contravariant represented
functor Gop → Set. Example 1.3.6.(iv) characterized the functors from G to Set; in the
covariant case, they correspond to left G-sets and in the contravariant case, they correspond
to right G-sets. Recalling that the elements of G define the set of automorphisms of the
unique object in the category, we see that the covariant represented functor is the G-set G,
with its action by left multiplication, while the contravariant represented functor is again
G, but with its right action by right multiplication. The same remarks hold for monoids.

Consider a G-set X : G → Set. Example 1.4.3.(iv) observed that a natural transfor-
mation φ : G ⇒ X is exactly a G-equivariant map φ : G → X. Here φ : G → X is the
unique component of the natural transformation; equivariance of this map expresses the
naturality condition. To define φ we must specify elements φ(g) ∈ X for each g ∈ G.
Equivariance demands that φ(g · h) = g · φ(h). Taking h to be the identity element, we see
that φ(g) = g · φ(e). In other words, the choice of φ(e) ∈ X forces us to define φ(g) to be
g · φ(e). Moreover, any choice of φ(e) ∈ X is permitted, because the left action of G on G
is free.2 Thus, we have proven:
Proposition 2.2.2. G-equivariant maps G → X correspond bijectively to elements of X,
the image of the identity e ∈ G.

2The action of a group G on a set X is free if every stabilizer group is trivial. In the context of the left action
of G on itself, if there were distinct elements k, h so that g = k ·e = h ·e, we might be forced to make contradictory
definitions of φ(g).
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For diagrams indexed by the poset ω and by a group G, we have seen that natural
transformations whose domain is a represented functor are determined by the choice of a
single element, which lives in the set defined by evaluating the codomain functor at the
representing object. In each case, this element is the image of the identity morphism at
the representing object.3 This is no coincidence. Indeed, the same is true for diagrams of
any shape by what is arguably the most important result in category theory: the Yoneda
lemma.4

Theorem 2.2.3 (Yoneda lemma). For any functor F : C→ Set, whose domain C is locally
small, there is a bijection

Hom(C(c,−), F) � Fc

that identifies a natural transformation α : C(c,−) ⇒ F with the element αc(1c) ∈ Fc.
Moreover this correspondence is natural in both c and F.

Proof of the bijection. There is clearly a function Φ : Hom(C(c,−), F) → Fc that
maps a natural transformation α : C(c,−) ⇒ F to the image of 1c under the component
function αc : C(c, c) → Fc, i.e., Φ(α) := αc(1c). Our first aim is to define an inverse
Ψ : Fc → Hom(C(c,−), F) that constructs a natural transformation Ψ(x) : C(c,−) ⇒ F
from any x ∈ Fc. To this end, we must define components Ψ(x)d : C(c, d) → Fd so that
naturality squares, such as the following for f : c→ d in C, commute:

C(c, c)

f∗
��

Ψ(x)c // Fc

F f

��
C(c, d)

Ψ(x)d

// Fd

The image of the identity element 1c ∈ C(c, c) under the left-bottom composite is Ψ(x)d( f ) ∈
Fd, the value of the component Ψ(x)d at the element f ∈ C(c, d). The image under the top-
right composite is F f (Ψ(x)c(1c)). In order for Ψ to define an inverse for Φ we should let
Ψ(x)c(1c) = x. Thus, naturality forces us to define

Ψ(x)d( f ) := F f (x).

This condition completely defines the components of Ψ(x).
It remains to verify that Ψ(x) is natural. To that end, consider a generic morphism

g : d → e in C (one whose domain is not necessarily the distinguished object c). We must
show that

C(c, d)

g∗
��

Ψ(x)d // Fd

Fg

��
C(c, e)

Ψ(x)e

// Fe

commutes. The image of f : c → d along the left-bottom composite is Ψ(x)e(g f ) :=
F(g f )(x). The image along the top-right composite is Fg(Ψ(x)d( f )) := Fg(F f (x)), which
by functoriality of F, is the same element. This completes the definition of the function
Ψ : Fc→ Hom(C(c,−), F).

3Recall, the identity element in a group corresponds to the identity morphism in the one-object category.
4For the history of the Yoneda lemma, which first appeared in print in a paper of Grothendieck [Gro60], see

[ML98b], quoted at the beginning of this chapter. I find Mac Lane’s use of third person to be extremely curious.
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By construction ΦΨ(x) = Ψ(x)c(1c) = x, so Ψ is a right inverse to Φ. We wish to show
that ΨΦ(α) = α, i.e., that the natural transformation Ψ(αc(1c)) is α. It suffices to show that
these natural transformations have the same components. By definition

Ψ(αc(1c))d( f ) = F f (αc(1c)).

By naturality of α, the square

(2.2.4) C(c, c)
αc //

f∗
��

Fc

F f

��
C(c, d)

αd
// Fd

commutes, from which we see that F f (αc(1c)) = αd( f ). Thus, Ψ(αc(1c))d = αd, proving
that Ψ is also a left inverse to Φ. Thus, evaluation of a natural transformation at the identity
of the representing object defines an isomorphism

Hom(C(c,−), F)
�
−→ Fc,

as claimed. �

Proof of naturality. The naturality in the statement of the Yoneda lemma amounts
to the following pair of assertions. Firstly, given a natural transformation β : F ⇒ G, the
element of Gc representing the composite natural transformation βα : C(c,−) ⇒ F ⇒ G
for any α ∈ Hom(C(c,−), F) is the image under βc : Fc → Gc of the element of Fc
representing α, i.e., the diagram

Hom(C(c,−), F)

β∗

��

ΦF
// Fc

βc

��
Hom(C(c,−),G)

ΦG
// Gc

commutes. By definition Φ(βα) = (βα)c(1c), which is βc(αc(1c)) by the definition of verti-
cal composition of natural transformations, and this is βc(Φ(α)).

Secondly, given a morphism f : c → d in C, the element of Fd representing the com-
posite natural transformation α f ∗ : C(d,−) ⇒ C(c,−) ⇒ F is the image under F f : Fc →
Fd of the element of Fc representing α, i.e., the diagram

Hom(C(c,−), F)

( f ∗)∗
��

Φc
// Fc

F f

��
Hom(C(d,−), F)

Φd
// Fd

commutes. Here, the image of α along the top-right is F f (αc(1c)), and the image along the
left-bottom is (α f ∗)d(1d). By the definition of vertical composition, the d-th component of
the composite natural transformation α f ∗ is the function

C(d, d)
f ∗ // C(c, d)

αd // Fd

1d 7→ f 7→ αd( f )

As demonstrated by the commutative square (2.2.4), αd( f ) = F f (αc(1c)), which is what
we had hoped to show. �
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Remark 2.2.5. Were it not for size issues, we could express Theorem 2.2.3 more concisely
as saying that the maps Φ define the components of a natural transformation of two functors
that we now introduce. The pair c and F in the statement of the Yoneda lemma define an
object in the product category C × SetC; recall SetC is the category of functors C → Set
and natural transformations between them. There is a functor ev : C × SetC → Set that
maps (c, F) to the set Fc, i.e., the set obtained when evaluating the functor F at the object
c. This functor defines the codomain of the natural isomorphism Φ.

The definition of the domain of Φ makes use of a functor

Cop y // SetC

c 7→

f
��

7→

C(c,−)

d 7→ C(d,−)

f ∗
OO

This is also the functor obtained by applying Exercise 1.6.9 to Definition 1.3.11. Using
Exercise 1.3.3 to regard y as a functor C → (SetC)op, the domain of Φ is defined to be the
composite

C × SetC
y×1SetC // (SetC)op × SetC Hom // SET

(c, F) 7→ (C(c,−), F) 7→ Hom(C(c,−), F)

Here is where the size issues arise. If C is small, then SetC is locally small, and we have
a Set-valued hom functor, as in Definition 1.3.11. However, if C is only locally small,
SetC need not be locally small; we write SET to indicate that the collection of natural
transformations between a pair of functors F,G : C→ Set might not be a set.

For the composite functor Hom(y(−),−) : C × SetC → Set there is no problem, how-
ever, by the proof just given. So the Yoneda lemma asserts that evaluating at the identity
morphism on the representing object defines a natural isomorphism

C × SetC

Hom(y(−),−)

��

ev

@@�⇓Φ Set

The Yoneda lemma completely characterizes natural transformations between repre-
sentable functors. By Theorem 2.2.3, natural transformations

α : C(c,−)⇒ C(d,−)

correspond to elements of C(d, c), i.e., to morphisms f : d → c in C. Given f : d → c,
the Yoneda lemma defines the components of the resulting natural transformation Ψ( f ) as
follows:

C(c, e)
Ψ( f )e // C(d, e)

g : c→ e 7→ g f : d → e

Here g f ∈ C(d, e) is the image of the element f ∈ C(d, c) under the function g∗ : C(d, c)→
C(d, e). In other words, Ψ( f ) is the natural transformation C(c,−) ⇒ C(d,−) defined by
pre-composition by f . It’s clear that distinct morphisms induce distinct natural transfor-
mations: the images of the identity morphism at c will necessarily differ. In this way, we
have arrived at the following important corollary to the Yoneda lemma.
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Corollary 2.2.6 (Yoneda embedding). The functors

C �
� y // SetC

op
Cop � � y // SetC

c
f
��

7→ C(−, c)
f∗��

c
f
��

7→ C(c,−)

7→ 7→

d 7→ C(−, d) d 7→ C(d,−)

f ∗
OO

define full and faithful embeddings.

In other words, C is isomorphic to the full subcategory of SetC
op

spanned by the
contravariant represented functors, and Cop is isomorphic to the full subcategory of SetC

spanned by the covariant represented functors. The functors of Corollary 2.2.6 define the
covariant and contravariant Yoneda embeddings.

Fullness of the Yoneda embedding allows us to prove:
Corollary 2.2.7. Every row operation on matrices with k rows is defined by left multipli-
cation by some k × k matrix.

Proof. Recall Matk is the category whose objects are non-zero natural numbers and in
which a morphism n→ m is a m×n matrix, with m rows and n columns. The elements in the
image of the represented functor Hom(−, k) are matrices with k rows. The row operations
of elementary linear algebra, for instance, replacing the ith row with the sum of the ith
and jth row, are easily seen to define natural endomorphisms of Hom(−, k); naturality here
follows from linearity of (right) matrix multiplication. Thus, by Corollary 2.2.6, every row
operation must be definable by left multiplication by a suitable k × k matrix. Moreover,
Theorem 2.2.3 allows us to identify this matrix: it’s the result of applying the row operation
in question to the k × k identity matrix. �

Example 2.2.8. In the case of a group G regarded as a one-object category, the image of
the covariant Yoneda embedding is the right G-set G, with G acting by right multiplication.
Corollary 2.2.6 tells us that the only G-equivariant endomorphisms of the right G-set G are
those maps defined by left multiplication with a fixed element of G. In particular, any
G-equivariant endomorphism of G must be an automorphism, a fact that might otherwise
come as a surprise.

In this way, the Yoneda embedding defines an isomorphism between G and the auto-
morphism group of the right G-set G, an object in SetG

op
. Composing with the forgetful

functor SetG
op
→ Set, we obtain an isomorphism between G and a subgroup of the au-

tomorphism of group of the set G, which in this context is typically denoted by Sym(G).
This result, that any abstract group may be realized as a subgroup of a permutation group,
is known as Cayley’s theorem.

Exercises.
Exercise 2.2.1. As discussed in Section 2.2, diagrams of shape ω are determined by a
countably infinite family of objects and a countable infinite sequence of morphisms. De-
scribe the Yoneda embedding y : ω ↪→ Setω

op
in this manner (as a family of ωop-indexed

functors and natural transformations). Prove, without appealing to the Yoneda lemma, that
y is full and faithful.
Exercise 2.2.2. There is a natural automorphism ι of the contravariant power-set functor
P : Setop → Set whose component functions ιA : P(A) → P(A) send a subset A′ ⊂ A to
its complement. The Yoneda lemma tells us that ι is induced by an endomorphism of the
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representing object. What is it? Does this function induce a natural automorphism of the
covariant power-set functor?
Exercise 2.2.3. Do there exist any non-identity natural endomorphisms of the category of
spaces? I.e., does there exist any family of continuous maps X → X, defined for all spaces
X and not all of which are identities, that are natural in all maps in the category Top?

2.3. Universal properties

The Yoneda lemma, of Theorem 2.2.3 and Corollary 2.2.6, allows us to define objects
in some category by means of their universal properties in a sense we now make precise.
We will make use of the following strengthening of Lemma 1.2.3, which shows that objects
in a category are isomorphic if and only if they are representably isomorphic.
Lemma 2.3.1. The following are equivalent:

(i) f : x→ y is an isomorphism in C.
(ii) f∗ : C(−, x)⇒ C(−, y) is a natural isomorphism.

(iii) f ∗ : C(y,−)⇒ C(x,−) is a natural isomorphism.

Proof. The implications (i)⇒(ii) and (i)⇒(iii) are instances of Lemma 1.3.7, fol-
lowing from the functoriality of the Yoneda embeddings. The implications (ii)⇒(i) and
(iii)⇒(i) follow from Corollary 2.2.6 and the fact that full and faithful functors reflect
isomorphisms. �

Corollary 2.3.2. If x and y represent the same functor F : C → Set, then x and y are
isomorphic in C.

More precisely, the representing natural isomorphisms C(x,−) � F � C(y,−) induce
a canonical isomorphism x � y in C. For this reason, we often refer to the representing
object of a representable functor. Category theorists often use the singular “the” in contexts
where the object in question is well-defined up to canonical isomorphism.
Corollary 2.3.3. Any two terminal objects in C are (uniquely) isomorphic. Dually, initial
objects are uniquely isomorphic.

Proof. Terminal objects represent the functor Cop → Set that is constant at the sin-
gleton set. �

In common mathematical practice, a definition by means of a universal property takes
the following form.
Definition 2.3.4. A representable functor F : C → Set or F : Cop → Set expresses a
universal property of its representing object.

Put another way, a universal property of an object x is a description of the covariant
representable functor Hom(x,−) or of the contravariant representable functor Hom(−, x).
Corollary 2.3.2 demonstrates that a representable functor determines a representing object
up to canonical isomorphism.

The Yoneda lemma also allows us to be more precise about what data is entailed by a
representation.
Example 2.3.5. A functor E : G → Set, i.e., a left G-set E, is representable if and only
if there is an isomorphism G � E of left G-sets. This implies that the action of G on E
is free (every stabilizer group is trivial) and transitive (the orbit of any point is the entire
set), and that E is non-empty. Conversely, any non-empty free and transitive left G-set is
representable; a proof will be given in Example 2.4.6. By the Yoneda lemma, the data of a
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representation for E, i.e., a specific isomorphism G � E, is determined by the choice of an
element e ∈ E, serving as the image of the identity e ∈ G. In other words, a representable
left G-set E is a group that has forgotten its identity element. This is called a G-torsor.

For example, a torsor for the group Rn under addition is the set called n-dimensional
affine space, commonly denoted by An (or An

R to emphasize the ground field). We think
of An as being the collection of points in n-dimensional real space, but without a chosen
origin. Thinking of points in Rn as vectors, the free and transitive action of Rn onAn is easy
to describe: a point in An is transported along the vector in question. This action is free,
because every non-zero vector acts on every point non-trivially, and transitive, because any
two points in affine space can be “subtracted” to define a unique vector in Rn that carries
the one to the other. A choice of an origin point o in An determines coordinates for all of
the other points, hence an isomorphism Rn � An. The coordinates for another point p ∈ An

are defined to be the unique vector ~x ∈ Rn so that ~x · o = p. This construction is a special
case of the construction of the natural transformation in the proof of the Yoneda lemma.
Example 2.3.6. Fix k-vector spaces V and W and consider the functor

Bilin(V,W;−) : Vectk → Set

that sends a vector space U to the set of k-bilinear maps V × W → U. A bilinear map
f : V × W → U is a function of two variables so that for all v ∈ V , f (v,−) : W → U is a
linear map and for all w ∈ W, f (−,w) : V → U is a linear map. Equivalently, f may be
defined to be a linear map V → Hom(W,U) or W → Hom(V,U), where the codomains are
vector spaces of linear maps.

A representation for the functor Bilin(V,W;−) defines a vector space V ⊗k W, the
tensor product of V and W. That is, the tensor product is defined by an isomorphism

(2.3.7) Vectk(V ⊗k W,U) � Bilin(V,W; U),

between the set of linear maps V ⊗k W → U and the set of bilinear maps V ×W → U that
is natural in U.5

Theorem 2.2.3 tells us that the natural isomorphism (2.3.7) is determined by an ele-
ment of Bilin(V,W; V ⊗k W), i.e., by a bilinear map ⊗ : V ×W → V ⊗k W. One says that
V ⊗k W is the universal vector space equipped with a bilinear map from V × W. The
Yoneda lemma allows us to unpack what this means. Via the natural isomorphism (2.3.7),
any bilinear map f : V ×W → U is associated to a linear map f ′ : V ⊗k W → U. Consider
the naturality square induced by f ′.

Vectk(V ⊗k W,V ⊗k W) � //

f ′∗
��

Bilin(V,W; V ⊗k W)

f ′∗
��

Vectk(V ⊗k W,U)
�

// Bilin(V,W; U)

Tracing 1V⊗kW around the commutative square, we see that the bilinear map f factors
uniquely through the bilinear map ⊗ along the linear map f ′.

V ×W

f
%%KKKKKKKKKKK

⊗ // V ⊗k W

f ′∃!
���
�
�

U

5This isomorphism is also natural in V and W.
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This universal property tells us that the bilinear map ⊗ : V × W → V ⊗k W is initial in a
category that we shall introduce below.

Indeed, the defining universal property of the tensor product gives a recipe for its
construction. Supposing the vector space V ⊗k W exists, consider its quotient by the vector
space spanned by the image of the bilinear map6 − ⊗ −. By definition the quotient map
V ⊗k W → V ⊗k W/〈v⊗w〉 precomposes with −⊗− to yield the zero bilinear map. But the
zero map V ⊗k W → V ⊗k W/〈v⊗w〉 also has this property, so by the universal property of
V ⊗W, these linear maps must agree. Because the quotient map is surjective, this implies
that V ⊗k W is isomorphic to the span of the vectors v ⊗ w for all v ∈ V and w ∈ W
modulo the bilinearity relations satisfied by − ⊗ −. This is of course the usual constructive
definition.

The universal property of the tensor product of a pair of k-vector spaces, more than
simply characterizing the vector space up to isomorphisms, allows one to prove useful
properties about it without ever appealing to a specific basis.
Lemma 2.3.8. For any k-vector spaces V and W, V ⊗k W � W ⊗k V.

Proof. The functors Bilin(V,W;−) and Bilin(W,V;−) are naturally isomorphic: the
natural isomorphism Bilin(V,W; U) � Bilin(W,V; U) sends a bilinear map f : V ×W → U
to the bilinear map f ] : W × V → U defined by f ](w, v) := f (v,w). Composing natural
isomorphisms, we see that the represented functors

(2.3.9) Vectk(V ⊗k W,−) � Bilin(V,W;−) � Bilin(W,V;−) � Vectk(W ⊗k V,−)

are naturally isomorphic. By Lemma 2.3.1, a corollary of the Yoneda lemma, this natural
isomorphism must arise from an isomorphism V ⊗k W � W ⊗k V in Vectk between the
representing objects. �

Moreover, the Yoneda lemma provides an explicit isomorphism V ⊗k W � W ⊗k V .
The image of the identity linear transformation under the composite isomorphism

Vectk(V⊗kW,V⊗kW) � Bilin(V,W; V⊗kW) � Bilin(W,V; V⊗kW) � Vectk(W⊗kV,V⊗kW)

defines an isomorphism φ : W ⊗k V
�
−→ V ⊗k W so that the natural isomorphism (2.3.9) is

defined by precomposing with φ. In Example 2.3.6, we saw that the identity linear map
is sent under the bijection Vectk(V ⊗k W,V ⊗k W) � Bilin(V,W; V ⊗k W) to the universal

bilinear map ⊗ : V×W → V⊗kW. This in turn is sent to the bilinear map W×V
(w,v)7→(v,w)
−−−−−−−−→

V×W
⊗
−→ V⊗kW. Appealing to the universal property of ⊗ : W×V → W⊗kV , which defines

the natural isomorphism Bilin(W,V; V ⊗k W) � Vectk(W ⊗k V,V ⊗k W), this composite
bilinear map is sent to the unique linear map φ that makes the diagram

W × V ⊗ //

(w,v)7→(v,w)
��

W ⊗k V

φ∃!
���
�
�

V ×W
⊗
// V ⊗k W

commute. This φ is the linear isomorphism we were seeking.

6The image of a bilinear map is not itself a sub-vector space, so closing under span is necessary.
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Exercises.
Exercise 2.3.1. Use the defining universal property of the tensor product to prove that

(i) k ⊗k V � V for any k-vector space V
(ii) U ⊗k (V ⊗k W) � (U ⊗k V) ⊗k W for any k-vector spaces U,V,W.

Exercise 2.3.2. The set BA of functions from a set A to a set B represents the contravariant
functor Set(− × A, B) : Setop → Set. In analogy with the universal bilinear map ⊗ of
Example 2.3.6, describe the universal property of the element

ev : BA × A→ B

in Set(BA × A, B) � Set(BA, BA) that classifies the natural isomorphism.

2.4. The category of elements

The definition of a universal property given in 2.3.4 is somewhat unsatisfying. A
functor F : Cop → Set encodes a universal property of a representing object c ∈ C. By
the Yoneda lemma, the data of the universal property is given entirely by the functor F
and an element x ∈ Fc inducing a natural isomorphism C(−, c) � F. But how do we
know whether a given functor F is representable? And if this is the case, how do we know
whether an element x ∈ Fc determines a natural isomorphism C(−, c) � F, rather than
simply a natural transformation C(−, c)⇒ F?

To answer these questions, we introduce the category of elements of a Set-valued
functor.
Definition 2.4.1. The category of elements of a covariant functor F : C → Set, denoted∫

F, has
• pairs (c, x) where c ∈ C and x ∈ Fc as objects
• a morphism (c, x)→ (c′, x′) is a morphism f : c→ c′ in C so that F f (x) = x′.

The category of elements has an evident forgetful functor
∫

F → C.
For a contravariant functor F : Cop → Set, the category of elements

∫
F is defined

to be the opposite of the category of elements of F, regarded as covariant functor of Cop.
The convention is that, for both covariant and contravariant functors on C, the category of
elements should have a canonical forgetful functor

∫
F → C. Explicitly, the category of

elements of F : Cop → Set has
• pairs (c, x) where c ∈ C and x ∈ Fc as objects
• a morphism (c, x)→ (c′, x′) is a morphism f : c→ c′ in C so that F f (x′) = x.

The Yoneda lemma supplies an alternative definition of the category of elements of
F. In the contravariant case, an object in

∫
F is a natural transformation α : C(−, c) ⇒ F

whose domain is a represented functor. A morphism from α to β : C(−, c′)⇒ F is a natural
transformation C(−, c) ⇒ C(−, c′), i.e., by Corollary 2.2.6, a morphism f : c → c′, so that
the triangle of natural transformations

C(−, c) α +3

f∗
��

F

!

x ∈ Fc

C(−, c′)

β

8@xxxxxxxx

xxxxxxxx
y ∈ Fc′

F f7→

OO

commutes.
Similarly, in the covariant case, an object in

∫
F is a natural transformation α : C(c,−)⇒

F, and a morphism from α to β : C(c′,−) ⇒ F is a natural transformation C(c′,−) →
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C(c,−), i.e., a morphism c→ c′, so that

C(c,−) α +3 F

!

x ∈ Fc

F f

7→

��
C(c′,−)

f ∗

KS

β

8@xxxxxxxx

xxxxxxxx
y ∈ Fc′

commutes. In this case, the direction of the morphism from α to β is less intuitive. The
principle that the category of elements should always have a forgetful functor

∫
F → C will

ensure that the directions are chosen correctly.
Example 2.4.2. Objects in the category of elements of C(c,−) are morphisms f : c→ x in
C, i.e., the objects of

∫
C(c,−) are morphisms with domain c. A morphism from f : c → x

to g : c→ y is a morphism h : x→ y so that g = h f ; we say that h is a morphism under c.

c
f

����������
g

��>>>>>>>>

x
h

// y

This category has another name: it is the slice category c/C under the object c ∈ C. The
forgetful functor c/C→ C sends a morphism f : c→ x to its codomain and a commutative
triangle to the leg opposite the object c.

Dually,
∫
C(−, c) is the slice category C/c over the object c ∈ C. Objects are mor-

phisms f : x → c with codomain c, and a morphism from f to g : y → c is a morphism
h : x→ y so that gh = f ; h is a morphism over c.

x

f ��>>>>>>>
h // y

g
����������

c

The forgetful functor C/c→ C projects onto the domain.
Note that C(−, c) � Cop(c,−) : Cop → Set. And indeed c/(Cop), the category of

elements of C(−, c) regarded as a covariant functor of Cop, is isomorphic to (C/c)op, the
opposite of the category of elements of the contravariant functor C(−, c).
Example 2.4.3. For a concrete category C, the objects in the category of elements for the
forgetful functor U : C → Set are objects c ∈ C together with an element x ∈ Uc in their
underlying sets. Morphisms are maps in C whose underlying functions preserve the chosen
elements. Extending previous notation introduced in certain special cases, we identify

∫
U

with C∗, the category of based objects in C and maps preserving the specified elements.
Our interest in the category of elements stems from the following result.

Proposition 2.4.4. A covariant Set-valued functor is representable if and only if its cat-
egory of elements has an initial object. Dually, a contravariant Set-valued functor is
representable if and only if its category of elements has a terminal object.

It’s easy to see that this condition is necessary. A natural isomorphism C(c,−) � F
induces an isomorphism of categories

∫
F �

∫
C(c,−) � c/C, and the latter has an initial

object: the identity 1c ∈ c/C. Thus, if F is representable, then
∫

F has an initial object. The
surprise is that it is also sufficient.
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Proof. Let F : C → Set be a functor and suppose (c, x) ∈
∫

F is initial. We will
show that the natural transformation Ψ(x) : C(c,−) ⇒ F defined by the Yoneda lemma is
a natural isomorphism. For any y ∈ Fd, initiality says there exists a unique morphism
(c, x)→ (d, y), i.e., a unique morphism f : c→ d in C so that F f (x) = y. This says exactly
that the component Ψ(x)d : C(c, d) → Fd is an isomorphism: in the proof of the Yoneda
lemma, Ψ(x)d( f ) was defined to be F f (x). Existence of the morphism (c, x) → (d, y) says
that Ψ(x)d is surjective and uniqueness tells us that it is injective.

Reversing this argument, a natural isomorphism α : C(c,−) � F defines an object
αc(1c) ∈ Fc in the category of elements. The bijection αd : C(c, d)

�
−→ Fd says that for each

object (d, y) ∈
∫

F, there is a unique morphism f : (c, αc(1c)) → (d, y). Thus, the element
(c, αc(1c)) defining the natural isomorphism α is initial in the category of elements. �

Recall that a representation for a functor F : C → Set consists of an object c ∈ C
together with a natural isomorphism C(c,−) � F. I.e., a representation for F is an initial
object in

∫
F. Representations are not strictly unique: if c′ is any object isomorphic to

c, then a representation C(c,−) � F induces a representation C(c′,−) � C(c,−) � F.
However, they are unique in an appropriate category theoretic sense.
Proposition 2.4.5. For any functor F : C→ Set, the full subcategory of

∫
F spanned by its

representations is either empty or a contractible groupoid.

A contractible groupoid is a category that is equivalent to the terminal category 1.

Proof. If F is not representable then it has no representations and this category is
empty. Otherwise, Proposition 2.4.4 implies that any representation defines an initial object
in

∫
F. In any category, the subcategory spanned by the initial objects is either empty or

is a contractible groupoid: there exists a unique (iso)morphism between any two initial
objects. �

Example 2.4.6. The category of elements of a G-set X : G → Set is the translation groupoid
introduced in Example 1.5.13.(v). Assuming X is non-empty, this groupoid is contractible
if and only if for each pair of elements x, y ∈ X, there is a unique g ∈ G so that g · x = y.
Existence tells us that the action of G on X is transitive. Uniqueness, in the case x = y,
tells us that it is free. Returning to Example 2.3.5, we conclude that X is representable if
and only if it defines a G-torsor.

In Definition 2.3.4, we said that a universal property for an object c ∈ C was given
either by a contravariant functor F together with a representation C(−, c) � F or by a co-
variant functor F together with a representation C(c,−) � F. The representations define
a natural characterization of the maps into (in the contravariant case) or out of (in the co-
variant case) the object c. Lemma 2.3.1 implies that a universal property characterizes the
object c ∈ C up to isomorphism. More precisely, there is a unique isomorphism between c
and another object c′ representing F that commutes with the chosen representations. This
can be proven directly from the Yoneda lemma or extracted from Proposition 2.4.5.

In practice, in such contexts one says that “c is the universal object in C with a x,”
where x is the element of Fc classifying the natural isomorphism that defines the represen-
tation. The phrase universal object typically means that whatever data is being described
is either initial or terminal in the appropriate category. This category frequently turns out
to be the category of elements for the corresponding representable functor.
Example 2.4.7. For example, a set X with an endomorphism f : X → X and a distinguished
element x0 is called a discrete dynamical system. This data allows one to consider the
discrete-time evolution of the initial element x0, a sequence defined by xn+1 = f (xn). The
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principle of mathematical recursion makes clear that the natural numbers N, the successor
function N → N, and the element 0 ∈ N define the universal discrete dynamical system:
there is a unique function r : N→ X so that r(n) = xn, i.e., so that r(0) = x0 and so that the
diagram

(2.4.8) N
s //

r
��

N

r
��

X
f
// X

commutes.
The category of discrete dynamical systems is the category of elements for the functor

U : End→ Set whose domain is the category of sets equipped with an endomorphism and
whose maps are functions so that the diagram analogous to (2.4.8) commutes. This functor
is represented by the object (N, s : N→ N) and the representation is defined by the element
0 ∈ N = U(N, s). Proposition 2.4.4 then implies the universal property just observed: that
(N, s : N→ N, 0 ∈ N) is the universal discrete dynamical system.
Examples 2.4.9.

(i) The objects in the category of elements of the contravariant powerset functor are
pairs (A′ ⊂ A). A morphism f : (A′ ⊂ A) → (B′ ⊂ B) is a function f : A → B
so that f −1(B′) = A′. The terminal object, corresponding to the representation
described in Example 2.1.3.(i), is the set Ω of two elements {>,⊥} with the
distinguished singleton subset {>} ⊂ Ω. This is the universal set equipped with
a subset.7 For any (A′ ⊂ A), there is a unique function h : A → Ω so that
h−1(>) = A′. Note that even if we begin with a skeletal category of sets, ({>} ⊂
Ω) is not the unique terminal object in

∫
P. It is isomorphic to ({⊥} ⊂ Ω).

(ii) An object in the category of elements of the forgetful functor U : Vectk → Set
is a vector v in some k-vector space V . A morphism (V, v) → (W,w) is a linear
map T : V → W that carries v to w. The element (k, 1), which represents U,
defines an initial object but it’s not the only one. Any non-zero scalar c ∈ k
defines a linear isomorphism c · − : k→ k. Thus, the pairs (k, c) are also initial
in the category of elements. More generally, any 1-dimensional vector space V
and non-zero vector v defines an initial object. Fixing such a pair, linear maps
V → W are in bijection with vectors w ∈ W, taken to be the image of v.

(iii) Objects in the category of elements of Bilin(V,W;−) are bilinear maps f : V ×
W → U, for some k-vector space U. Morphisms are linear maps T : U → U′

so that the diagram of functions

V ×W
f //

f ′ ##GGGGGGGGG U

T
��

U′

commutes, i.e., so that the bilinear map f ′ is the composite of the bilinear map
f and the linear map T . The universal property of the universal bilinear map
⊗ : V ×W → V ⊗k W described in Example 2.3.6 says exactly that ⊗ is initial
in this category.

7In the topos of sets, {>} ⊂ Ω is called the subobject classifier.
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(iv) An object in the category of elements of the functor U(−)n : Group → Set
consists of a group G together with an n-tuple of elements g1, . . . , gn ∈ G. A
morphism (g1, . . . , gn ∈ G) → (h1, . . . , hn ∈ H) is a homomorphism φ : G → H
so that φ(gi) = hi for all i. The universal group with n elements, which we will
denote by Fn, is some group with specified elements x1, . . . , xn ∈ Fn so that
for any (g1, . . . , gn ∈ G) there is a unique group homomorphism φ : Fn → G
so that φ(xi) = gi. The free group on n generators x1, . . . , xn has this property.
Every element in Fn is generated by the xi, so choices of n elements φ(xi) ∈ G
determines the entire map φ : Fn → G. Moreover, there are no relations between
the xi in Fn so any choices are permitted.

(v) An object in the category of elements of the functor U(−)∗ : Vectop
k → Set is

a vector space with a dual vector. That is, an object is simply a linear map
f : V → k. A morphism from f : V → k to g : W → k is a linear map T : V →
W so that f = gT . Immediately from this definition it is clear that the category
of elements of U(−)∗ is the slice category Vectk/k. Thus the identity on k is
terminal, i.e., 1 : k→ k is the universal dual vector.

(vi) An object in the category of elements of U : Ring → Set is a unital ring R
with an element r ∈ R. Maps are ring homomorphisms preserving the chosen
elements. The initial object is x ∈ Z[x]. In the category

∫
U, x ∈ Z[x] has no

non-identity endomorphisms: initial objects never do. But in the category of
rings, the universal property tells us that maps Z[x] → Z[x] are classified by
polynomials with integer coefficients, i.e., by elements p(x) ∈ Z[x]. By Corol-
lary 2.2.6, all natural endomorphisms of U : Ring→ Set must have components
R→ R defined in this manner: i.e., the component of any natural endomorphism
of rings is a map p(x) : R→ R defined by r 7→ p(r), where p is an integer poly-
nomial.

Definitions via universal properties will be an important theme in the coming chapters.
To whet the reader’s appetite, let us consider a basic example. Fixing two objects A, B in a
locally small category C, we define a functor

C(−, A) × C(−, B) : Cop → Set

that carries an object X to the set C(X, A) × C(X, B) whose elements are pairs of maps
a : X → A and b : X → B in C. What would it mean for this functor to be representable?

Exercises.
Exercise 2.4.1. Explain how duality can be used to convert the proof that a covariant func-
tor is representable if and only if its category of elements has an initial object into a proof
that a contravariant functor is representable if and only if its category of elements has a
terminal object.
Exercise 2.4.2. Given functors F : D → C and G : E → C, the comma category F ↓G
has as objects, triples (d ∈ D, e ∈ E, f : Fd → Ge ∈ C), and as morphisms (d, e, f ) →
(d′, e′, f ′), a pair of morphisms (h : d → d′, k : e→ e′) so that the square

Fd

Fh
��

f // Ge

Gk
��

Fd′
f ′
// Ge′
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commutes in C. For example, given an object c : 1 → C, we have c ↓ 1C � c/C and
1C ↓c � C/c.

Show that for F : Cop → Set, the category of elements
∫

F is isomorphic to the comma
category y ↓ F defined relative to the Yoneda embedding y : C → SetC

op
and the object

F : 1→ SetC
op

.
Exercise 2.4.3. Given F : C → Set, show that

∫
F is isomorphic to the comma category

∗↓F of the singleton set ∗ : 1→ Set over the functor F : C→ Set.
Exercise 2.4.4. Characterize the terminal objects of C/c.
Exercise 2.4.5. Fixing two objects A, B in a locally small category C, we define a functor

C(−, A) × C(−, B) : Cop → Set

that carries an object X to the set C(X, A) × C(X, B) whose elements are pairs of map
a : X → A and b : X → B in C. What would it mean for this functor to be representable?
Exercise 2.4.6. For a locally small category C, regard the two-sided represented functor
Hom(−,−) : Cop × C → Set as a covariant functor of its domain. What is the category of
elements of Hom?



CHAPTER 3

Limits and Colimits

. . . whenever new abstract objects are constructed
in a specified way out of given ones, it is
advisable to regard the construction of the
corresponding induced mappings on these new
objects as an integral part of their definition.

Eilenberg and Mac Lane, “General theory of
natural equivalences”

From a very simple topological space, the real line R with its usual metric, one can
build a wide variety of new topological spaces. Taking products of R with itself, one
defines the Euclidean spaces Rn, in both finite and infinite dimensions. The space Rn has
interesting subspaces including the n-disk Dn and the (n − 1)-sphere S n−1 bounding it.
From the sphere S n, one can define real projective space RPn as a quotient. And from
spheres and disks one can build torii, the Möbius band, the Klein bottle, and indeed any
cell complex through a sequence of gluing constructions, in which disks are attached to an
existing space along their boundary spheres. In each case, the newly constructed object is a
particular set equipped with a specific topology. Surprisingly, all of these topologies can be
defined in a uniform way, via a universal property that characterizes the newly constructed
space either as a limit or a colimit of a particular diagram in the category of topological
spaces.

Limits and colimits can be defined in any category. Special cases include constructions
of the infimum and supremum, free products, cartesian products, direct sums, kernels,
cokernels, fiber products, amalgamated free products, inverse limits of sequences, and
unions, among many others. In this chapter, we begin by introducing the abstract notions
of limit and colimit and then turn our focus to practical results, which describe how more
complicated limits and colimits can be built out of simpler ones. This theme will continue
in the next two chapters, where we meet cases in which limits or colimits in one category
can be constructed from limits or colimits in another.

3.1. Limits and colimits as universal cones

Recall that a diagram of shape J in a category C is a functor F : J→ C whose domain
is a small category. The limit of F, if it exists, is most simply described as the universal
cone over the diagram F, while the colimit is the universal cone under F.

To define a cone, we need one preliminary notion.
Definition 3.1.1. For any object c ∈ C and any small category J there is a constant functor
c : J → C that sends every object of J to c ∈ C and every morphism in J to the identity
morphism 1c. Indeed, there is an embedding ∆ : C → CJ that sends an object c to the
constant functor at c and a morphism f : c → c′ to the constant natural transformation,
in which each component is defined to be the morphism f .

61
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Definition 3.1.2. A cone over a diagram F : J → C with summit or apex c, an object in
C, is a natural transformation λ : c ⇒ F whose domain is the constant functor at c. The
components (λ j : c→ F j) j∈J are called the legs of the cone. A cone under F with nadir c
is a natural transformation λ : F ⇒ c.

Cones under a diagram are also called cocones: a cone under F : J → C is precisely
a cone over F : Jop → Cop, so a cocone is the dual notion of a cone. However, this author
finds the terminology of “under” and “over” to be more evocative. For example, if F is a
diagram of shape (Z,≤), the poset category, then a cone over F with summit c is given by
a family of morphisms λn : c→ Fn so that for each n ≤ m the triangle given by λn, λm, and
Fn→ Fm commutes

c

λ0

��
λ−1

wwww

{{www···

ssggggggggggggggggggggggggggggg

λ−2
jjjjjjjjj

uujjjjjjj λ1

CCCC

!!CCC λ2
QQQQQQQQ

((QQQQQQQ
···

**VVVVVVVVVVVVVVVVVVVVVVVV

· · · // F(−2) // F(−1) // F0 // F1 // F2 // · · ·

The limit of F, if it exists, is the universal cone over F. As described in Chapter 2 there
are two ways to make this precise. We define the limit as a representation for a particular
contravariant functor or as a terminal object in its category of elements.
Definition 3.1.3 (limits and colimits I). For any diagram F : J→ C, there is a functor

Cone(−, F) : Cop → Set

that sends c to the set of cones over F with summit c. We leave a description of its action on
morphisms to Exercise 3.1.1. This functor is isomorphic to Hom(∆(−), F), the restriction
of the hom functor for the category CJ along the constant functor embedding defined in
3.1.1. A limit of F is a representation for Cone(−, F). By the Yoneda lemma, a limit
consists of an object lim F ∈ C together with a cone λ : lim F ⇒ F, called the limit cone,
defining the natural isomorphism

C(−, lim F) � Cone(−, F).

Dually, there is a functor

Cone(F,−) : C→ Set

that sends c to the set of cones under F with nadir c. This functor is isomorphic to
Hom(F,∆(−)). A colimit of F is a representation for Cone(F,−). By the Yoneda lemma, a
colimit consists of an object colim F ∈ C together with a cone λ : F ⇒ colim F, called the
colimit cone, defining the natural isomorphism

C(colim F,−) � Cone(F,−).

Applying Proposition 2.4.4, limits and colimits may also be defined to be, respectively,
terminal and initial objects in the appropriate categories of elements.
Definition 3.1.4 (limits and colimits II). For any diagram F : J → C, a limit is a terminal
object in the category of cones over F, i.e., in the category

∫
Cone(−, F); again this data

consists an object, called the limit, together with a specified limit cone. An object in the
category of cones over F is a cone over F, with any nadir. A morphism from a cone
λ : c ⇒ F to a cone µ : d ⇒ F is a morphism f : c → d in C so that for each j ∈ J,
µ j f = λ j. In other words, a morphism of cones is a map between the summits so that each
leg of the domain cone factors through the corresponding leg of the codomain cone along
this map. The forgetful functor

∫
Cone(−, F)→ C takes a cone to its summit.
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Dually, a colimit is an initial object in the category of cones under F, i.e., in the
category

∫
Cone(F,−); once more, this data is comprised of the colimit object together

with a specified colimit cone. An object in the category of cones under F is a cone under
F, with any summit. A morphism from a cone λ : F ⇒ c to a cone µ : F ⇒ d is a morphism
f : c → d so that for each j ∈ J, µ j = fλ j. In other words, a morphism of cones is a map
between the nadirs so that each leg of the codomain cone factors through the corresponding
leg of the domain cone along this map. The forgetful functor

∫
Cone(F,−)→ C again takes

a cone to its nadir.
The data of a diagram together with a limit cone over it will be called a limit diagram

and the data of a diagram together with a colimit cone under it will be called a colimit
diagram. Limit and colimit diagrams can also be characterized abstractly.
Definition 3.1.5. A limit diagram is a commutative diagram indexed by a category with
an initial object such that the diagram has the following property: the images of the maps
whose domain is the initial object and whose codomain is a distinct object define a limit
cone over the diagram obtained by restricted to the full subcategory on the remaining ob-
jects.

There are special names for limits and colimits with certain diagram shapes.
Example 3.1.6. A product is a limit of a diagram indexed by a discrete category, with only
identity morphisms. A diagram in C indexed by a discrete category (a set) J is simply a
collection of objects F j ∈ C indexed by the elements j ∈ J. A cone over this diagram is a
J-indexed family of morphisms λ j : c → F j, subject to no further conditions. The limit is
typically denoted by

∏
j F j and the legs of the limit cone are maps πk :

∏
j F j → Fk called

projections.
For instance, the product of spaces X and Y is a space X×Y equipped with continuous

projection functions

X X × Y
πXoo πY // Y

satisfying the following universal property: for any other space A with continuous maps
f : A → X and g : A → Y , there is a unique continuous function h : A → X × Y so that the
diagram

A

h∃!
���
�
�

f

||yyyyyyyyy
g

""EEEEEEEEE

X X × Y
πXoo πY // Y

commutes. Taking A to be the set X × Y equipped with various topologies, we see that
X × Y is defined to be the coarsest topology on the cartesian product of the underlying sets
of X and Y so that the projection functions πX and πY are continuous.1

Example 3.1.7. A terminal object is often regarded as a trivial special case of a product,
where the indexing category is empty. A cone over an empty diagram is just an object in
the target category, and any morphism defines a map of cones. The category of elements is
just the category itself and so the limit, a terminal object in this category, is just a terminal
object in the sense of Definition 1.6.16.
Example 3.1.8. An equalizer is a limit of a diagram indexed by the parallel pair, the
category • ⇒ • with two objects and two parallel non-identity morphisms. A diagram of
this shape is simply a parallel pair of morphisms f , g : A ⇒ B in the target category C.

1Here coarsest means “having the fewest open and closed sets” while finest means “having the most open
and closed sets.”
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The data of a cone over this diagram with summit C is comprised of a pair of morphisms
a : C → A and b : C → B so that f a = b and ga = b; these two equations correspond to the
naturality conditions for each of the two non-identity morphisms in the indexing category.
Together, they assert that f a = ga; the morphism b is necessarily equal to this common
composite. Thus, a cone over a parallel pair f , g : A ⇒ B is given by a single morphism
a : C → A so that f a = ga.

The equalizer h : E → A is the universal arrow with this property. In this case, the
limit diagram

E
h
// A

f //
g
// B

is often called an equalizer diagram. The universal property asserts that given any a : C →
A that equalizes the pair f and g, there exists a unique factorization k : C → E of a through
h.

C
a

��???????

∃!k
���
�
�

E
h
// A

f //
g
// B

For instance, the equalizer of a group homomorphism φ : G → H and the trivial ho-
momorphism e : G → H, sending every element of G to the identity in H, is the kernel
of φ, and the leg of the limit cone is the inclusion ker φ ↪→ G. Indeed, the map from an
equalizer into the domain of the parallel pair that it equalizes is always a monomorphism.
See Exercise 3.1.3.
Example 3.1.9. A pullback is a limit of a diagram indexed by the poset category

• → • ← •

comprised of two non-identity morphisms with common codomain. Writing f and g for
the image of a diagram of this shape in a category C, a cone with summit D consists of a
triple of morphisms, one for each object in the indexing category, so that both triangles in
the diagram

(3.1.10) D

b
��

c //

a

��???????? C

g

��
B

f
// A

commute; the two triangles again represent the two naturality conditions corresponding to
the morphisms in the indexing category. The leg a asserts that gc and f b have a common

composite. Thus, the data of a cone over B
f
−→ A

g
←− C may be described more simply as a

pair of morphisms B
b
←− D

c
−→ C defining a commutative square.

The pullback is a commutative square f h = gk with the following universal property:
given any commutative square (3.1.10), there is a unique factorization of its legs through
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the summit of the pullback cone:

(3.1.11) D
c

""
b

��

∃!

��?
?

?
?

P

h
��

k //
y

C

g

��
B

f
// A

The symbol “y” indicates that the square gk = f h is a pullback, i.e., is a limit diagram,
and not simply commutative. Pullbacks are also called fiber products and are frequently
denoted by B×AC. We will explore the precise relationship between pullbacks and products
soon.

When the map f in (3.1.11) represents an “element” of the object A, such as when its
domain represents an “underlying set” functor, the pullback P defines the fiber of the map
g : C → A over the element f ∈ A. For instance, consider the continuous quotient map
ρ : R → S 1 that sends a real number t to the point e2πit of S 1, thought of as the unit circle
in the complex plane. The pullback of the diagram

Z

���
�
�

//___
y

R

ρ

��
∗

1
// S 1

is the fiber of ρ over the point 1 ∈ S 1. This is the discrete subspace Z ⊂ R.
For another example, recall that maps Z→ Z of abelian groups correspond to elements

n ∈ Z, because Z represents the forgetful functor U : Ab → Set. Elements of the pullback
of

Z

n
��

Z m
// Z

are pairs of integers x and y so that nx = my. From this description, assuming m and n are
not both zero, it follows that the pullback is isomorphic to the abelian group Z and the legs
of the pullback cone

(3.1.12) Z

a
���
�
�

b //___
y

Z

n
��

Z m
// Z

are defined to be the unique integers so that ma = nb is the least common multiple of n and
m.
Example 3.1.13. The limit of a diagram indexed by the category ωop is called an inverse
limit of a tower or a sequence of morphisms. On account of this example, the term “inverse
limit” is sometimes used to mean a limit of an arbitrary shape. A diagram indexed by ωop

consists of a sequence of objects and morphisms

· · · // F3 // F2 // F1 // F0
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together with composites and identities, which are not displayed. A cone over this diagram
is an extension of this data to a diagram of shape (ω + 1)op. Explicitly, a cone consists
of a new object “all the way to the left” together with morphisms making every triangle
commute:

c

···

��
λ3

BBBB

!!BBB λ2
QQQQQQQQ

((QQQQQQQ λ1
UUUUUUUUUUU

**UUUUUUUUUUU λ0
XXXXXXXXXXXXXXX

++XXXXXXXXXXXXXXX

· · · // F3 // F2 // F1 // F0

The inverse limit is the terminal cone.
For instance, the p-adic integers are defined to be the inverse limit of the following

diagram of rings:

Zp = lim
←−−
Z/pn · · · // // Z/p4 // // Z/p3 // // Z/p2 // // Z/p

where the maps in the diagram are the canonical quotient maps.
Examples 3.1.6, 3.1.7, 3.1.8, 3.1.9, and 3.1.13 dualize to define coproducts, initial

objects, coequalizers, pushouts, and direct limits of sequences as colimits of diagrams
indexed by discrete categories, the empty category, the parallel pair, the poset category
• ← • → •, and the ordinal ω, respectively.

For instance, the coproduct of the based space S 1 with itself in the category Top∗
defines a space S 1 ∨ S 1 called the figure eight, or the wedge of two circles. This space
can also be defined to be the pushout of the diagram S 1 ← ∗ → S 1 of unbased spaces. A
further pushout diagram in Top

(3.1.14) S 1

i
��

aba−1b−1
//

p

S 1 ∨ S 1

���
�
�

D2 //____ T

defines the torus T � S 1×S 1. Here i is the inclusion of the circle as the boundary of the disk
and the map aba−1b−1 is the loop in S 1 ∨ S 1 that wraps once around one circle, then once
around the other, then again around the first but in the reversed orientation, and then again
around the second but in the reversed orientation. Dualizing the convention introduced in
Example 3.1.9, the symbol “p” indicates that the commutative square (3.1.14) is a pushout,
i.e., is a colimit diagram.

The coequalizer of a group homomorphism φ : G → H paired with the trivial homo-
morphism e : G → H defines the cokernel, the quotient of H by the normal subgroup
generated by the image of φ. The colimit of a sequence of sets and inclusions

X0 ↪→ X1 ↪→ X2 ↪→ · · ·

can be understood to be their union ∪nXn.
The examples mentioned above serve to illustrate the pervasiveness of limits and col-

imits among interesting mathematical objects, but how does one prove that a particular
diagram has a limit or colimit and construct one if it exists? There are two general strate-
gies. The first is to guess and check. A conjectured limit or colimit cone, such as displayed
in (3.1.12), can often be shown to have the appropriate universal property via an elementary
argument.

A second strategy is to construct a limit of a more complicated diagram out of limits
of simpler diagrams, whose constructions are easier to understand. In the next section, we
begin to explore this viewpoint in the category of sets.
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Exercises.
Exercise 3.1.1. For a fixed diagram F ∈ CJ, describe the actions of the cone functors
Cone(−, F) : Cop → Set and Cone(F,−) : C→ Set on morphisms in C.
Exercise 3.1.2. Prove that the category of cones over F ∈ CJ is isomorphic to the comma
category ∆ ↓F formed from the constant functor ∆ : C → CJ and the functor F : 1 → CJ.
Argue by duality the category of cones under F is the comma category F ↓∆.
Exercise 3.1.3. Prove that if

E h // A
f //
g
// B

is an equalizer diagram then h is a monomorphism.
Exercise 3.1.4. Prove that if

P

h
��

// k //
y

C

g

��
B //

f
// A

is a pullback square and f is a monomorphism then k is a monomorphism.
Exercise 3.1.5. Consider a commutative rectangle

•

��

// •

��

//
y

•

��
• // • // •

whose right-hand square is a pullback. Show that the left-hand square is a pullback if and
only if the composite rectangle is a pullback.
Exercise 3.1.6. Show that if J has an initial object then the limit of any functor indexed by
J is the value of that functor at an initial object.

3.2. Limits in the category of sets

Consider a diagram F : J→ Set. A limit is a representation

Hom(X, lim F) � Cone(X, F)

of the functor that sends a set X to the set of cones over F with summit X. Specializing to
a fixed singleton set 1, we see that

(3.2.1) lim F � Hom(1, lim F) � Cone(1, F),

because 1 represents the identity functor Set → Set. We can take (3.2.1) as a definition
of the limit object, for any diagram F valued in the category of sets: the limit is the set of
cones over F with summit 1. The legs of the limit cone are functions λ j : lim F → F j for
each j ∈ J. Here the value of λ j at a cone µ : 1 ⇒ F is the element µ j : 1 → F j of F j.
Checking that this data has the necessary universal property enables one to prove:
Theorem 3.2.2. The category Set has all limits indexed by small categories. Explicitly, the
limit of F : J→ Set is the set of cones over F with summit 1.

Proof. Guided by (3.2.1), let lim F denote the set of cones over F with summit 1. It is
easy to verify that the functions λ j : lim F → F j define a cone over F with summit lim F.
Consider a cone ζ : X ⇒ F. We must show that ζ factors uniquely through λ : lim F ⇒ F
along a function k : X → lim F. For each element x ∈ X, thought of as a function x : 1→ X,
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we have a cone ζx : 1 ⇒ F. Define k(x) ∈ lim F = Cone(1, F) to be this cone ζx. By the
definition of the limit cone λ jk(x) = (ζx) j = ζ jx, so the cone ζ indeed factors along
k through the cone λ. This calculation also reveals that our definition k(x) = ζx was
necessary, verifying that lim F has the required universal property. �

It is necessary in 3.2.2 that we restrict to diagrams indexed by small categories. If C is
locally small and J is small then the functor category CJ is again locally small. Specializing
to C = Set this proves that the collection of cones over F with summit 1 forms a mere set
and not a proper class. A category admitting all limits indexed by small categories is called
complete.
Example 3.2.3. The limit of a left G-set X : G → Set is the set of cones with summit 1. A
map x : 1→ X defines a cone over X if and only if the diagram

1
x

���������
x

��>>>>>>>

X g
// X

commutes for all g ∈ G, i.e., if and only if gx = x for all g in G. In this way we see that
lim X = XG, the set of G-fixed points of X.
Example 3.2.4. The product of sets A j indexed by the elements j ∈ J of some set is the set
of cones over this collection with summit 1. Via the correspondence between a : 1 → A j

and a ∈ A j, we see a cone over a discrete diagram of sets with summit 1 is just a tuple of
elements of the sets, which is exactly how we define the cartesian product.
Example 3.2.5. The terminal object in Set is just the set of cones over the empty diagram
with summit 1. There is a unique such cone, which proves that the terminal object is again
a singleton set.
Example 3.2.6. Given a parallel pair of functions f , g : X ⇒ Y , their equalizer is the set E
defined by

E := {x ∈ X | f (x) = g(x)}.

Example 3.2.7. Elements of the pullback of functions B
f
−→ A

g
←− C are cones over this

diagram with summit 1, i.e., are commutative squares

1 c //

b
��

C

g

��
B

f
// A

The data of a cone of this form consists of a pair of elements b ∈ B and c ∈ C so that
f (b) = g(c). Thus

B ×A C = {(b, c) ∈ B ×C | f (b) = g(c)}
Example 3.2.8. Elements of the limit of a diagram F : ωop → Set are cones

1

···

��

x3

BBBB

  BBB x2
PPPPPPPP

((PPPPPPP x1
UUUUUUUUUUU

**UUUUUUUUUUU x0
XXXXXXXXXXXXXXX

++XXXXXXXXXXXXXXX

· · · // F3 f32

// F2 f21

// F1 f10

// F0



3.2. LIMITS IN THE CATEGORY OF SETS 69

are tuples of elements (xn ∈ Fn)n∈ω making each triangle commute. Thus we see that

lim F = {(xn)n ∈
∏

n

Fn | fn,n−1xn = xn−1}.

Comparing Example 3.2.7 with Examples 3.2.4 and 3.2.6 it looks like the pullback
may be constructed as an equalizer of a diagram involving a product. Namely, the set
B ×A C is the equalizer of the diagram

B ×A C // B ×C
(b,c)7→ f (b)//
(b,c)7→g(c)

// A

Similarly, Example 3.2.8 defines the limit of a tower to be a subset of a product. These are
special cases of a much more general result.
Theorem 3.2.9. Any limit in Set may be expressed as an equalizer of a map between prod-
ucts.

Proof. Elements of the limit of F : J → Set are cones with summit 1 over F. The
data of such a cone consists of an element λ j in each set F j, indexed by the objects j ∈ J.
The conditions that make this family of elements into a cone over F are indexed by the
(non-identity) morphisms in J: for each morphism f we demand that

(3.2.10)
1

λdom f

yysssss λcod f

%%JJJJJ

F(dom f )
F f

// F(cod f )
i.e., F f (λdom f ) = λcod f .

The “data” will define the domain of the equalizer diagram and the “conditions” will define
the codomain, as in Example 3.2.6.

Explicitly, lim F is the equalizer of the diagram

lim F // // ∏
j∈ob J

F j
c //
d
//

∏
f∈mor J

F(cod f )

in which the morphisms c and d remain to be defined. The idea is that an element (λ j) j ∈∏
j F j, thought of as the legs of a cone with summit 1 over F, is sent by c to the element

(λcod f ) f ∈
∏

f F(cod f ) and is sent by d to the element (F f (λdom f )) f ∈
∏

f F(cod f ). The
equalizer is the subset of

∏
j F j for which these elements are equal, which is precisely

the set of legs with the necessary cone compatibility conditions. This, together with our
explicit descriptions of products and equalizers in Set given above, completes the proof
that lim F is the equalizer of c and d. �

Remark 3.2.11. The maps in the equalizer diagram of Theorem 3.2.9 can also be defined
categorically, using the universal property of the product

∏
f∈mor J F(cod f ). To define c

and d it is necessary and sufficient to define each component function, by which we mean
the composite with the projection π f . The components of c are themselves projections, as
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displayed in the top triangle:

F(cod f )

lim F // // ∏
j∈ob J

F j
c //
d
//

πcod f

88pppppppppppp

πdom f

��

∏
f∈mor J

F(cod f )

π f

OO

π f

��
F(dom f )

F f
// F(cod f )

That is, the component of the map c at the indexing element f ∈ mor J is the projection
from the product

∏
j F j onto the component indexed by the object cod f ∈ J.

The component at f of the map d, displayed in the bottom square, is defined by pro-
jecting from the product

∏
j F j onto the component indexed by the object dom f ∈ J

and then composing with the map F f : F(dom f ) → F(cod f ). Considering the action of
these functions on elements, one can verify that the categorical descriptions agree with the
explicit ones described above.
Example 3.2.12. An idempotent is an endomorphism e : A → A of some object so that
e2 = e. The limit of an idempotent in Set is the set of cones with summit 1, i.e., is the set
of a ∈ A so that ea = a. Alternatively, applying Theorem 3.2.9, the limit L is constructed
as the equalizer

L // s // A
1 //
e
// A

The universal property of the equalizer (L, s) implies that e factors through s along a unique
map r.

A
e

��@@@@@@@@

r
���
�
�

L // s // A
1 //
e
// A

The factorization e = sr is said to split the idempotent. Now srs = es = s implies that rs
and 1L both define factorization of the diagram

L
s

��@@@@@@@@

rs
���
�
�

1L

���
�
�

L // s // A
1 //
e
// A

Uniqueness implies rs = 1L so L is a retract of A.
Limits of general shapes can also be constructed out of terminal objects and pullbacks

(subject to size restrictions). For example, writing ∗ for a terminal object, the pullback of
the diagram

A × B

πA

��

πB //
y

B

!

��
A

!
// ∗

is easily seen to define the product A×B. Iterating this construction, arbitrary finite products
can be built out of pullbacks of diagrams constructed from smaller products and terminal
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objects (the empty product). Hence any category with pullbacks and a terminal object also
has binary (and by iteration finite) products.
Lemma 3.2.13. Equalizers may be defined as a pullback of the diagonal map from an object
to its binary product.

A diagonal map is one from an object to an iterated product of that object, all of
whose components are identities.

Proof. Elements in the pullback of

E

��

//
y

A

( f ,g)
��

B
∆
// B × B

are pairs (a ∈ A, b ∈ B) so that f (a) = b = g(a). Thus, E is isomorphic to the subset of A
consisting of elements a so that f (a) = g(a). This is precisely the equalizer of f and g. �

A diagram is said to be finite if its indexing category contains only finitely many
morphisms.
Corollary 3.2.14. Any finite limit in Set may be constructed from pullbacks and terminal
objects.

3.3. The representable nature of limits and colimits

Of course, we are not only interested in constructing limits in the category of sets; we
care about limits and colimits in all categories. But the considerations just discussed will
allow us to do precisely that because all limits and colimits are defined representably in
terms of limits in the category of sets.

To see why, fix a diagram F : J→ C in a locally small category C and an object X ∈ C,
and consider the functor

J

F ��
===

C(X,F−) // Set

C
C(X,−)

=={{{{

Theorem 3.2.2 tells us that the limit of C(X, F−) exists and Theorem 3.2.9 tells us how
it may be constructed. An element in the set limJ C(X, F−) is an element of the product∏

j∈J C(X, F j), i.e., is a tuple of morphisms (λ j : X → F j) j∈J, subject to some compatibility
conditions. There is one condition imposed by each non-identity morphism f : j→ k in J,
namely that the diagram

X
λ j

~~~~~~~~~~
λk

  @@@@@@@@

F j
F f

// Fk

commutes. In this way, we see that an element of limJ C(X, F−) is a cone over F with
summit X; hence

limJ C(X, F−) � Cone(X, F).

This isomorphism is natural in X. Since the limit of F was defined to be an object that
represents the functor Cone(−, F), we conclude that:
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Theorem 3.3.1. For any diagram F : J → C in a locally small category whose limit exists
there is a natural isomorphism

(3.3.2) C(X, limJ F) � limJ C(X, F−).

There are a number of interpretations of this result, a thorough discussion of which
demands that we introduce some new terminology.
Definition 3.3.3. A functor F : C→ D
• preserves limits of shape J if for any diagram K : J → C and limit cone over K, the

image of this cone is a limit cone for the composite diagram FK : J→ D.
• reflects limits of shape J if any cone over a diagram K : J → C, whose image under

F is a limit cone for the diagram FK : J→ D, is a limit cone for K.
• creates limits of shape J if whenever K : J → C is a diagram so that FK : J → D

has a limit, then K has a limit, and moreover F both preserves and reflects J-shaped
limits.
The first interpretation of Theorem 3.3.1 is that covariant representable functors C(X,−)

preserve any limits that exist in C, sending them to limits in Set: the image under C(X,−)
of a limit of a diagram F of shape J in C is a limit in Set of the composite diagram

J F // C
C(X,−) // Set .

Moreover, the functor C(X,−) preserves the legs of the limit cone because the natural
isomorphism of Theorem 3.3.1, by construction, commutes with the natural maps to the
product:

limJ C(X, F−)

&&NNNNNNNNNNN � Cone(X, F)

��

� C(X, limJ F)

xxqqqqqqqqqq

∏
j∈J C(X, F j)

The components of the left-hand map are the legs of the limit cone for the diagram C(X, F−).
The components of the right-hand diagram are the images of the legs of the limit cone for
F under the functor C(X,−).

A second way to interpret Theorem 3.3.1 is that the contravariant functor C(−, lim F)

represented by the limit of F : J → C is the limit of the composite diagram J
F
−→ C

y
−→

SetC
op

whose objects are the representable functors C(−, F j).2 Put more concisely: the
Yoneda embedding y : C ↪→ SetC

op
preserves all limits that exist in C.

A final observation is that, by the Yoneda lemma, the natural isomorphism (3.3.2)
describes precisely the defining universal property of the limit of F. If L is an object of C
with a natural isomorphism

C(−, L) � limJ C(−, F−) � Cone(−, F),

then the object L is a limit for F and the universal element λ : L ⇒ F in limJ C(L, F−) �
Cone(L, F) is a limit cone. This says exactly that the Yoneda embedding y : C ↪→ SetC

op

reflects limits: if yλ : yL ⇒ yF is a limit cone in SetC
op

, then λ : L ⇒ F is a limit cone in
C.

In summary:
Theorem 3.3.4. Let C be any locally small category.

(i) Covariant representable functors C(X,−) preserve all limits that exist in C.

2This makes use of Exercise 3.5.1.
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(ii) The covariant Yoneda embedding y : C ↪→ SetC
op

both preserves and reflects
limits.

Dualizing the preceding discussion, we obtain a representable characterization of col-
imits. For fixed F : J→ C and X ∈ C, consider the functor

Jop

F ""
FFFF
C(F−,X) // Set

Cop C(−,X)

;;wwww

Again Theorem 3.2.2 tells us that a limit exists and Theorem 3.2.9 tells us how the limit
may be constructed. An element in the set limJop C(F−, X) is an element of the product∏

Jop C(F j, X), i.e., is a tuple of morphisms (λ j : F j → X) j∈J, subject to some conditions.
There is one condition imposed by each non-identity morphism f : j→ k in J, namely that
the diagram

F j
F f // Fk

X
  λ j

@@@@@@@ ~~ λk

~~~~~~~~

commutes. In this way, we see that an element of limJop C(F−, X) is a cone under F with
nadir X. The isomorphism limJop C(F−, X) � Cone(F, X) is again natural in X proving
Theorem 3.3.5. For any diagram F : J → C in a locally small category whose colimit
exists there is a natural isomorphism

C(colimJ F, X) � limJop C(F−, X).

The dual of Theorem 3.3.4 is:
Theorem 3.3.6. Let C be any locally small category.

(i) Contravariant representable functors C(−, X) carry colimits in C to limits in
Set.

(ii) The contravariant Yoneda embedding y : Cop ↪→ SetC both preserves and re-
flects limits in Cop: i.e., a cone under a diagram in C is a colimit cone if and
only if its image defines a limit cone.

Theorems 3.3.4.(i) and 3.3.6.(i) tell us that limits of diagrams of hom bifunctors can be
“moved inside.” If the action of the diagram is in the domain variable, these limits become
colimits, indexed by the opposite categories. If the action of the diagram is in the codomain
variable, the limits remain limits. We will prove the following theorem by applying this
principle.
Theorem 3.3.7. A locally small category C with coproducts and coequalizers has colimits
of any shape. Dually a category with products and equalizers has all small limits.
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Proof. Consider a diagram F : J → C. Dualizing the construction of Remark 3.2.11,
define maps d, c

(3.3.8) F dom f

C
∐

j∈ob J
F joooo oo d
oo

c

xx

ιdom f

qqqqqqqqqqqq

OO
ιcod f

∐
f∈mor J

F dom f
��

ι f

OO
ι f

F cod f oo
F f

F dom f

between the coproducts indexed by the morphisms and objects of J respectively. By hy-
pothesis, their coequalizer C exists in C. Our aim is to show that C defines a colimit of
F.

By Theorem 3.3.6.(ii), the Yoneda embedding y : Cop → SetC carries the colimit
diagram (3.3.8) to a limit diagram

C(F dom f , X)

C(C, X) // // C(
∐

j∈ob J
F j, X)

C(d,X) //
C(c,X)

//

C(ιdom f ,X)
66mmmmmmmmmmmmmmm

C(ιcod f ,X)

��

C(
∐

f∈mor J
F dom f , X)

C(ι f ,X)

OO

C(ι f ,X)

��
C(F cod f , X)

C(F f ,X)
// C(F dom f , X)

Applying Theorem 3.3.6.(i) to each vertex in this equalizer diagram we obtain an isomor-
phic diagram

(3.3.9) C(F cod f , X)

C(C, X) // // ∏
j∈ob Jop

C(F j, X)
c //
d
//

πcod f

66lllllllllllllll

πdom f

��

∏
f∈mor Jop

C(F cod f , X)

π f

OO

π f

��
C(F dom f , X)

C(F f ,X)
// C(F cod f , X)

Note that C(−, X) carries the coproduct inclusion maps to product projection maps; when
f is regarded as a morphism in Jop its domain and codomain are exchanged, so we now
write “c” for the map C(d, X).

When X is fixed, Exercise 3.5.1 tells us that (3.3.9) defines an equalizer diagram in Set.
Applying Theorem 3.2.9 and 3.2.11 to the functor C(F−, X) : Jop → Set, we recognize
(3.3.9) as the diagram whose equalizer defines the limit limJop C(F−, X). Thus we conclude
that

limJop C(F−, X) � C(C, X),

which tells us that the coequalizer C is the colimit of F : J→ C. �
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A direct proof of Theorem 3.3.7 simply constructs the diagram (3.3.8) in C and checks
that the coequalizer of c and d has the universal property that defines colimJ F. Either of
these strategies can also be used to prove the following:
Corollary 3.3.10. Any category with pullbacks and a terminal object has all finite limits.
Any category with pushouts and an initial object has all finite colimits.

Exercises.
Exercise 3.3.1. Let C be a category admitting coproducts and coequalizers and consider a
functor F : J → C. Define a parallel pair between two coproducts whose coequalizer will
equal the colimit of F.

Exercise 3.3.2. Explain in your own words why the Yoneda embedding C ↪→ SetC
op

pre-
serves and reflects but does not create limits.
Exercise 3.3.3. Show that any equivalence of categories F : C → D creates all limits and
colimits that D admits.
Exercise 3.3.4. For any diagram D : J → C and any functor F : C → D define a canon-
ical map colim FD → F colim D, assuming both colimits exist. The functor F is said to
preserve the colimit of D just when this map is an isomorphism.

3.4. Examples

As we have seen, limits and colimits can be defined in any category, although they
need not always exist. In this section, we consider a few examples.
Example 3.4.1. In any poset (or preorder), a limit of a diagram is an infimum of its ob-
jects, while a colimit of a diagram is a supremum of its objects. Whether or not there
are any morphisms in the diagram makes no difference because all diagrams in a preorder
commute.

For instance, in the poset of natural numbers with the order relation k ≤ n if and only
if k divides n, the limit of a set of objects is their greatest common divisor, while the colimit
is their least common multiple.

Next, we consider limits of diagrams in Cat. In Examples 2.1.2.(viii) and (ix), we saw
that the functors ob,mor: Cat → Set are both representable. By Theorem 3.3.4.(i), both
functors preserve limits, which means that if the limit of a diagram of categories exists,
then its set of objects must be the limit of the underlying diagrams of object-sets and its set
of morphisms must be the limit of the underlying diagrams of morphism-sets. Furthermore,
domains, codomains, and identities are also preserved, as each of these maps is expressible,
by Exercise 2.1.1, as a natural transformation between representable functors. One might
reasonably guess that composition is preserved as well. This defines candidates for the
product of any categories and for the equalizer of any parallel pair of functors, allowing us
to prove that:
Proposition 3.4.2. The categories Cat and CAT are complete.

Proof. The product, introduced in Definition 1.3.10, and higher arity versions defines
products of categories. The equalizer E of a pair of parallel functors

E // // C
F //
G
// D

is the subcategory of C consisting of those objects c ∈ C so that Fc = Gc and those
morphisms f so that F f = G f . Now apply Theorem 3.3.7. �
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Example 3.4.3. For any functor F : C→ Set, the pullback of

?

��

//
y

Set∗

U
��

C
F
// Set

is a category whose objects are pairs c ∈ C and (X, x) ∈ Set∗ so that Fc = X. Morphisms
are pairs f : c → c′ and g : (X, x) → (X′, x′) so that F f = Ug. Expressing this data more
efficiently, we see that the pullback is the category

∫
F of elements of F.3

Categories also have all colimits, which can be proven by showing they have coprod-
ucts (disjoint unions) and coequalizers. But the latter can be rather more complicated than
was the case for equalizers, for reasons that we will explain in Chapter 4.
Example 3.4.4. We can calculate the pushout

1
∐

1 // //

�� p

2

��
1 // P

by describing its universal property. A functor P → C corresponds to a cone under the
diagram 1 ← 1

∐
1 → 2 with nadir C. This data defines an endomorphism f in C,

a morphism 2 → C so that its domain and codomain are the same object 1 → C. In
defining P we must take care not to impose any relations on the composite endomorphisms
f ◦ f · · · ◦ f . Thus, P must be the free category with one object and one non-identity
morphism. Recalling that one-object categories can be identified with monoids, we find
that P is quite familiar: it is the monoid N of natural numbers, with addition.

Similarly, the group Z of integers with addition is the pushout

1
∐

1 // //

�� p

I

��
1 // Z

in which I is the walking isomorphism, the category with two objects and two non-identity
morphisms pointing in opposite directions, which are inverse isomorphisms.
Example 3.4.5. In any category with finite limits, we can define the kernel pair of a mor-
phism f : X → Y , which is the pullback of f along itself

R

s
��

t //
y

X

f
��

X
f
// Y

These maps define a monomorphism (s, t) : R � X × X, so the object R is always a sub-
object of the product X × X.4 In Set, a subset R ⊂ X × X defines a relation on X. Indeed,
objects R defined in this manner are always equivalence relations, in the following cate-
gorical sense:

3This pullback construction works for contravariant functors too, in which case we define
∫

F to be the
opposite of the pullback of U : Set∗ → Set along F.

4A subobject of an object c is a monomorphism with codomain c.
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• There is a reflexivity map

X
ρ

��?
?

?
? 1X

""
1X

��

R

s
��

t //
y

X

f
��

X
f
// Y

that is a section of both s and t, i.e., that defines a factorization of the diagonal

X
(1X ,1X ) //

ρ
��???????? X × X

R
(s,t)

<<yyyyyyyyy

• There is a symmetry map

R
σ

��?
?

?
?

s

""
t

��

R

s
��

t //
y

X

f
��

X
f
// Y

so that tσ = s and sσ = t.
• There is a transitivity map whose domain is the pullback of t along s

R ×X R

s̃
��

t̃ //
y

R t //

s
��

X

R t //

s
��

X

X

The diagram defines a cone over the pullback defining R and thus induces a map

R ×X R
τ

""F
F

F
F

F tt̃

##
ss̃

��

R

s
��

t //
y

X

f
��

X
f
// Y

so that sτ = ss̃ and tτ = tt̃.
A equivalence relation in a category C with finite limits is a subobject (s, t) : R� X × X
equipped with maps ρ, σ, and τ satisfying the relations with s and t described above.
When it exists, the coequalizer of the maps s, t : R ⇒ X of an equivalence relation defines
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a quotient object e : X � X/R. In Set, X/R is the set of R-equivalence classes of elements
of X. For equivalence relations arising as kernel pairs, there is a unique factorization

X
f //

e !! !!BBBBBBBB Y

X/R

m

==|
|

|
|

In good situations, such as when C is a regular category or a Grothendieck topos, the
map m is a monomorphism and this factorization is called the image factorization of the
map f .

Exercises.
Exercise 3.4.1. Let G be a group regarded as 1-object category. Describe the colimit and
the limit of a diagram G → Set in group theoretic terms.
Exercise 3.4.2. Show that if K : C → D is an equivalence then for any D-indexed functor
F, if the limit of FK exists then it also defines a limit of and limit cone for F.
Exercise 3.4.3. Following [Gro58], define a fiber space p : E → B to be a map in the
category of spaces subject to no further restrictions. A map of fiber spaces is a commutative
square. Thus the category of fiber spaces is the diagram category Top2. We are also
interested in the non-full subcategory Top/B ⊂ Top2 of fiber spaces over B and maps
whose codomain component is the identity. Prove the following:

(i) A map

E′

p′

��

g // E

p

��
B′

f
// B

of fiber spaces induces a canonical map between fibers over a point b ∈ B′ and
its image f (b) ∈ B.

(ii) The fiber of a product of fiber spaces is the product of the fibers.
(iii) A projection E = B×F → B defines a trivial fiber space over B. This definition

makes sense for any space F. Note then that each fiber is canonically isomorphic
to F. Characterize the isomorphisms in Top/B between two trivial fiber spaces
(with a priori distinct fibers) over B.

(iv) Prove that the assignment of the set of continuous sections of a fiber space over
B defines a functor Sect : Top/B→ Set.

(v) Consider the non-full subcategory Top2pb of fiber spaces and maps which are
pullback squares. Prove that the assignment of the set of continuous sections to
a fiber space defines a functor Sect : (Top2pb)op → Set.

(vi) Describe the compatibility between the actions of the “sections” functors just
introduced with respect to the map g of fiber spaces p and q over B and their
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restrictions along f : B′ → B.

E′y //

p′

��

E

p

��

g
��????

F′y

q′
��








// F

q
���������

B′
f
// B

3.5. Limits and colimits and diagram categories

By the universal property of products, a diagram of shape J in a product category∏
α Cα is a family of diagrams J → Cα. It is easy to see if each component diagram has a

limit or a colimit, then the same is true of the diagram J→
∏

α Cα.
Proposition 3.5.1. If A is small then the forgetful functor CA → Cob A creates all limits and
colimits that exist in C. These limits are defined pointwise, meaning that for each a ∈ A,
the evaluation functor eva : CA → C preserves all limits and colimits existing in C.

Proof. The category Cob A of functors is isomorphic to the ob A-indexed product of
the category C with itself. By the argument just given, Cob A has all limits or colimits that
C does, and these are preserved by the evaluation functors eva : Cob A → C. The remaining
details are left as Exercise 3.5.1. �

The functor category Cob A, the ob A-indexed product of the category C with itself, is
an example of a power in the category CAT. Iterated products of an object A ∈ C are called
powers or cotensors. For a set I, the I-indexed power of A is denoted

∏
I A or AI . The

representable universal property is

C(X, AI) � C(X, A)I ,

i.e., a map h : X → AI determines an I-indexed family of maps hi : X → A defined by
composing with each product projection εi : AI → A. In the case of C = Set, this notation is
consistent with the exponential notation introduced previously: the power AI is isomorphic
to the set of functions from I to A, and the map εi : AI → A evaluates each function at i ∈ I.

When C has all limits of a certain shape they assemble into a functor.
Proposition 3.5.2. If C has all J-shaped limits, then a choice of limits for each diagram
defines the action on objects of a functor lim: CJ → C.

As a warning, this functor is not canonically defined but rather requires an arbitrary
choice of a limit for each diagram.

Proof. Choose a limit and a limit cone for each diagram F ∈ CJ. It remains to
define the action of lim: CJ → C on morphisms. The vertical composite of a natu-
ral transformation α : F ⇒ G and the limit cone λ : lim F ⇒ F for F defines a cone
α · λ : lim F ⇒ F ⇒ G over G. By the universal property of lim G, this cone factors
uniquely through a map lim F → lim G in C, which we define to be limα. Uniqueness of
the universal properties implies that this construction is functorial. �

More generally, the construction of Proposition 3.5.2 implies that a natural transfor-
mation between diagrams gives rise to a morphism between their limits or between their
colimits, whenever these exist. (Whether the codomain category has all limits or colimits
of that shape is irrelevant.) Moreover, whenever the natural transformation is a natural
isomorphism, the induced map between the limits or colimits is an isomorphism.
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Proposition 3.5.3. A natural isomorphism between diagrams induces a naturally-defined
isomorphism between their limits or colimits, whenever these exist.

The main computational motivation for Eilenberg and Mac Lane’s formulation of the
concept of naturality was that it is a necessary ingredient in this result. While the general
theory of limits and colimits had not yet been developed, [EM45] proves Proposition 3.5.3
in the special case of directed diagrams.

Proof. The proof of Proposition 3.5.2 defines a limit functor from the full subcategory
of CJ spanned by those functors admitting limits to C. This functor, like all functors,
preserves isomorphisms (Lemma 1.3.7). �

Indeed, naturality is a necessary condition.
Example 3.5.4. Consider the group Z/2 and the Z/2-sets 2, the two-element set with a triv-
ial Z/2-action, and 2′, the two-element set where the generator of Z/2 acts by exchanging
the two elements. We may regard 2 and 2’ as functors Z/2→ Set from which perspective
they are pointwise isomorphic (because |2| = |2′|) but not naturally isomorphic (because
there is no isomorphism that commutes with the Z/2-actions).

For any G-set X : G → Set, the limit is the set of G-fixed points (see Example 3.2.3)
and the colimit is the set of G-orbits. In the case of our pair of Z/2-sets, lim 2 has two
elements while lim 2′ is empty; similarly, colim 2 has two elements while colim 2′ is a
singleton.
Example 3.5.5. To a finite set X, we can associate the set Sym(X) of its permutations or
the set Ord(X) of its total orderings. Note that these sets are isomorphic. The assignments
are functorial, not with respect to all maps of finite sets, but with respect to the bijections:
the functor Sym: Finiso → Fin acts by conjugation and the functor Ord: Finiso → Fin acts
by translation. The pointwise isomorphism Sym(X) � Ord(X) is not natural, and indeed
limits or colimits of restrictions of these diagrams need not be isomorphic.

A combinatorialist would call a functor F : Finiso → Fin a species.5 The image F(n)
of the n-element set n is the set of labeled F-structures on n. The set of unlabeled F-
structures on n is defined by restricting Finiso to the full subcategory spanned by the n-

element set, i.e., to the group Σn, and forming the colimit of the diagram Σn ↪→ Finiso
F
−→

Fin. Because Ord and Sym are pointwise isomorphic, their sets of labelled F-structures
are isomorphic. However, the set of unlabeled Sym-structures on n is the set of conjugacy
classes of permutations of n-elements, while the set of unlabeled Ord-structures on n is
trivial: all linear orders on n are isomorphic. See [Joy81] for more.

Exercises.
Exercise 3.5.1. Prove that for any small category A, the functor category CA again has any
limits or colimits that C does, constructed pointwise. That is, given a diagram F : J→ CA,
with J small, show that whenever the limits of the diagrams

J F // CA eva // C

exist in C for all a ∈ A, then these values define the action on objects of lim F ∈ CA, a limit
of the diagram F.

5In this context, “species” is singular.
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3.6. Warnings

Limits, when they exist, are unique up to a unique isomorphism commuting with the
maps in the limit cone. But this is not the same thing as saying that limits are unique on
the nose. With the exception of skeletal categories, choices of limits of diagrams of fixed
shape, as required to the define the limit functor of Proposition 3.5.2, can seldom be made
compatibly. And even in skeletal categories, in which isomorphic objects are indeed equal,
various natural isomorphisms involving limit constructions might not be identities.
Lemma 3.6.1. For any triple of objects X,Y,Z in a category with binary products, there is
a unique natural isomorphism X × (Y × Z) � (X × Y) × Z commuting with the projections
to X, Y, and Z.

Lemma 3.6.1 asserts that the product is naturally associative. It follows that any iter-
ation of binary products can be used to define n-ary products. However, even in a skeletal
category, in which the objects X × (Y × Z) and (X × Y) × Z are necessarily equal, the
natural isomorphism might not be an identity. The following example, from [ML98a,
p. 164] is due to John Isbell. Consider sk(Set), a skeletal category of sets. Since sk(Set)
is equivalent to a complete category it has all limits and in particular has products. Let
C denote the countably infinite set. Its product C × C = C and the product projections
π1, π2 : C → C are both epimorphisms. Suppose the component of the natural isomor-
phism C × (C × C) � (C × C) × C were the identity. Naturality would then apply that for
any triple of maps f , g, h : C → C that f × (g × h) = ( f × g) × h. Maps

C
g×h //

h
// C

C ×C

π2

OO

π1

��

f×(g×h)//
( f×g)×h

// C ×C

π2

OO

π1

��
C

f //
f×g

// C

between products are equal if and only if their projections onto components are equal.
Because π1 and π2 are epimorphisms, this implies that f = f × g and g × h = h. So we
conclude that any pair of maps f , g : C ⇒ C must be equal, which is absurd. It follows that
the component of the natural associativity isomorphism C × (C × C) � (C × C) × C is not
an identity.

3.7. Size matters

In developing the theory of limits we have taken care to consider only those diagrams
whose domains are small categories. In this section we explain the reason for our caution.
The following definition gives a precise meaning to the cardinality of a small category.
Definition 3.7.1. The cardinality of a small category is the cardinality of the set of its
morphisms. A category whose cardinality is less than κ is called κ-small.

A κ-small diagram is one whose indexing category is κ-small.
Proposition 3.7.2 (Freyd). Any κ-small category that admits all κ-small limits is a preorder.

In fact, this result is true under less restrictive completeness hypotheses, which the
reader will have no trouble formulating.
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Proof. Let λ be the cardinality of the set of morphisms in a κ-small category C, and
suppose there exists a parallel pair f , g : B→ A of morphisms with f , g. By the universal
property of the power, there are 2λ distinct morphisms B → Aλ, whose components are
either f or g. We have |C(B, Aλ)| ≥ 2λ > λ = |mor C|, contradicting the fact that C(B, Aλ)
is a subset of mor C. �

Note that it is possible for a preorder to be complete or cocomplete. A poset P is
complete and cocomplete as a category if and only if it is a complete lattice, that is, if and
only if every subset A ⊂ P has both an infimum (greatest lower bound) and a supremum
(least upper bound).

There is one notable special case of large limits and colimits that frequently exist.
Example 3.7.3. A limit of the identity functor 1C : C → C is an initial object for C; recall
that initial objects are small colimits. Dually, a colimit of the identity functor defines a
terminal object, which is a small limit. The details are left as Exercise 3.7.1.

Exercises.
Exercise 3.7.1. Prove that a colimit of the identity functor 1C : C → C defines a terminal
object for C.

3.8. Interactions between limits and colimits

Consider a bifunctor F : I × J → C. By Exercise 1.6.9, F may also be regarded as a
functor F : I→ CJ or F : J→ CI.
Theorem 3.8.1. If the limits limi∈I lim j∈J F(i, j) and lim j∈J limi∈I F(i, j) associated to a di-
agram F : I × J→ C exist in C, they are isomorphic and define the limit limI×J F.

If I = • ⇒ • is the category indexing an equalizer diagram and J = • → • ← • is the
category indexing a pullback, then Theorem 3.8.1 says that the limit of a diagram indexed
by the category I × J
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or by taking the equalizers of the three parallel pairs, and then forming the pullback of the
induced maps between them, as displayed above-right.
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Proof. By the Yoneda lemma, it suffices to prove that C(X, limi∈I lim j∈J F(i, j)) �
C(X, lim(i, j)∈I×J F(i, j)) � C(X, lim j∈J limi∈I F(i, j)). By Theorem 3.3.4.(i), we know that

C(X, lim
i∈I

lim
j∈J

F(i, j)) � lim
i∈I

C(X, lim
j∈J

F(i, j)) � lim
i∈I

lim
j∈J

C(X, F(i, j)).

Thus, we have reduced to the case of proving for any Set-valued functor H : I × J → Set
that

lim
i∈I

lim
j∈J

H(i, j) � lim
(i, j)∈I×J

H(i, j) � lim
j∈J

lim
i∈I

H(i, j).

On account of the isomorphism of categories I × J � J × I, it suffices to prove one of these
isomorphisms.

The set lim(i, j)∈I×J H(i, j) is the set of cones with summit 1 over the I × J-indexed di-
agram H. The set limi∈I lim j∈J H(i, j) is the set of cones with summit 1 over the I-indexed
diagram lim j∈J H(−, j). Such a cone is comprised of legs λi : 1 → lim j∈J H(i, j) that com-
mute with the maps of limits lim j∈J H(i, j)⇒ lim j∈J H(i′, j) determined by each morphism
i → i′ ∈ I. The map of limits is defined, as in Proposition 3.5.2, by a map of J-indexed
diagrams with components H(i, j)→ H(i′, j) for each j ∈ J.

By the universal property of the J-indexed limits, each cone leg λi : 1→ lim j∈J H(i, j)
is itself determined by legs λi, j : 1→ H(i, j), which must commute with the maps H(i, j)→
H(i, j′) induced by each j → j′. The totality of this data is precisely a cone (λi, j : 1 →
H(i, j))(i, j)∈I×J over the I × J-indexed diagram H. Thus, as their elements coincide, we see
that limi∈I lim j∈J H(i, j) � lim(i, j)∈I×J H(i, j). �

By Theorem 3.8.1 and its dual, limits commute with limits and colimits commute with
colimits. By contrast, limits do not necessarily commute with colimits.
Lemma 3.8.2. For any bifunctor F : I × J→ C, there is a canonical map

κ : colim
i∈I

lim
j∈J

F(i, j)→ lim
j∈J

colim
i∈I

F(i, j),

which, however, is not necessarily an isomorphism.

Proof. By the universal property of the colimit the map κ may be defined by speci-
fying components κi : lim j∈J F(i, j) → lim j∈J colimi′∈I F(i′, j) that define a cone under the
I-indexed diagram lim j∈J F(−, j). By the universal property of the limit, each component κi

in turn may be defined by specifying components κi, j : lim j′∈J F(i, j′) → colimi′∈I F(i′, j)
that define a cone over the J-indexed diagram colimi∈I F(i,−). Define κi, j to be the com-
posite

κi, j : lim
j′∈J

F(i, j′)
πi, j
−−→ F(i, j)

ιi, j
−−→ colim

i′∈I
F(i′, j)

of the leg πi, j of the limit cone for F(i,−) and the leg ιi, j of the colimit cone for F(−, j).
Because the maps in the diagrams lim j∈J F(−, j) and colimi∈I F(i,−) are induced by the
maps F(i, j) → F(i′, j′) obtained by applying F to morphisms i → i′ ∈ I and j → j′ ∈ J,
the κi, j assemble into a cone, defining κi, and the κi assemble into a cone defining κ. �

Specializing to the case where C is the poset category (R,≤), we have the following
immediate corollary:
Corollary 3.8.3. For any pair of sets X and Y and any function f : X × Y → R

sup
x∈X

inf
y∈Y

f (x, y) ≤ inf
y∈Y

sup
x∈X

f (x, y).
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Example 3.8.4. Consider the extended real line R̄ = R∪{−∞,∞}with the obvious extended
ordering. As a category, R̄ is complete and cocomplete: the limit of a function f : X → R̄
is its inf and the colimit is its sup. These are ordinary real numbers in the case where the
range of f is bounded.

Taking the domain X = N, a function x : N→ R is a sequence (xn)n∈N of real numbers.
We have

lim inf
n→∞

xn = sup
n≥0

inf
m≥n

xm = sup
n≥0

inf
m≥0

xn+m = lim
n

colim
m

xn+m

where we regard the sequence as a bifunctor N × N
+
−→ N

x
−→ R indexed by the discrete

category N × N. Dually,

lim sup
n→∞

xn = inf
n≥0

sup
m≥n

xm = inf
n≥0

sup
m≥0

xn+m = colim
n

lim
m

xn+m

By Corollary 3.8.3, lim infn→∞ xn ≤ lim supn→∞ xn. The limit of this sequence exists if and
only if this inequality is an equality.



CHAPTER 4

Adjunctions

It appears . . . that there exists a kind of duality
between the tensor product and the . . . functor
Hom . . .

Daniel Kan, “Adjoint functors”

From a set S one can build a vector space defined over any field k. The most natural
way to do this is to let the elements of S serve as a basis for the vector space: vectors are
then finite formal sums k1s1 + · · · + knsn with ki ∈ k and si ∈ S . The dimension of this
vector space, often denoted by k[S ], is equal to the cardinality of S . This construction is
functorial — a function f : S → T induces a linear map k[ f ] : k[S ]→ k[T ] defined on the
basis elements in the evident way — defining a functor k[−] : Set → Vectk. The vector
space k[S ] is the free vector space on the set S .

There are many instances of free constructions in mathematics. One can define the
free (abelian) group on a set, the free ring on a set,1 the free module over some ring R on
an abelian group, and so on. Sometimes there are competing notions of free construction:
does the free graph on a set have a single edge between every pair of vertices or none?
All of these constructions, and many others besides, are clarified by the concept of an
adjunction, introduced by Daniel Kan [Kan58].

The universal property of the free vector space functor k[−] : Set → Vectk is ex-
pressed by saying that it is left adjoint to the forgetful functor U : Vectk → Set that car-
ries a vector space to its underlying set: linear maps k[S ] → V correspond to functions
S → U(V), which specify the image of the basis vectors S ⊂ k[S ]. This correspondence
is natural in the set S and in the vector space V , and so, by the Yoneda lemma, this uni-
versal property can be used to define the free vector space functor k[−]. The forgetful
functor U : Vectk → Set has no other adjoints; unlike the situation for graphs, there are no
competing notions of free construction.

In this chapter we explore the general theory of adjoint functors, both in the abstract
and aided by a plethora of examples.

4.1. Adjoint functors

In this chapter we consider certain opposing pairs of functors F : C� D : G.
Definition 4.1.1. An adjunction consists of a pair of functors F : C → D and G : D → C
together with a natural isomorphism

D(Fc, d) � C(c,Gd),

1But not the free field!

85
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in which case one says that F is left adjoint to G, or, equivalently, that G is right adjoint
to F. The morphisms

Fc
f // d ! c

f ] // Gd

corresponding under the bijection are adjunct, or transposes of each other.2

Naturality asserts that the isomorphisms defining an adjunction assemble into a natural
isomorphism between the functors

Cop × D
D(F−,−)//
⇓�

C(−,G−)
// Set.

More explicitly, naturality in D says that for any morphism k : d → d′, the left-hand dia-
gram displayed below commutes in Set:

D(Fc, d) � //

k∗
��

C(c,Gd)

(Gk)∗
��

D(Fc, d′)
�
// C(c,Gd′)

∀Fc
f
−→ d  

c
f ] //

(k f )]   AAAAAAAA Gd

Gk
��

Gd′

On elements this says that for any f : Fc → d, the transpose of k f : Fc → d′ is equal to
the composite of the transpose of f with Gk.

Dually, naturality in C says that for any morphism h : c → c′, the left-hand diagram
displayed below commutes in Set.

D(Fc′, d) � //

(Fh)∗

��

C(c′,Gd)

h∗

��
D(Fc, d)

�
// C(c,Gd)

∀Fc′
f
−→ d  

c
( f ·Fh)]

!!BBBBBBBB

h
��

c′
f ]
// Gd

On elements, this asserts that the transpose of f · Fh : Fc → d is the composite of the
transpose of f with h.
Lemma 4.1.2. Suppose F and G are adjoint functors, i.e., D(Fc, d) � C(c,Gd) naturally
in c ∈ C and d ∈ D. Then for any morphisms with domains and codomains as displayed
below

(4.1.3) Fc
f //

Fh
��

d

k
��

!

c

h
��

f ] // Gd

Gk
��

Fc′ g
// d′ c′

g]
// Gd′

the left-hand square commutes in D if and only if the right-hand transposed square com-
mutes in C.

Remark 4.1.4. Conversely, if F : C � D : G are opposing functors equipped with iso-
morphisms D(Fc, d) � C(c,Gd) for all c ∈ C and d ∈ D, then naturality of these chosen
isomorphisms is equivalent to the assertion of lemma 4.1.2, that a square as displayed on
the left of (4.1.3) commutes if and only if the square on the right commutes. The proof is
left as Exercise 4.1.1.

2The notation “(−)]” is meant to signal any adjunct, with no preference as to which of the adjunct pair is
denoted in this way.
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Notation 4.1.5. A turnstyle “a” is used to designate that an opposing pair of functors are
adjoints either in text or in displayed equations. The expressions F a G and G ` F and the
diagrams

C
F //
⊥ D
G
oo C

F
//

⊥ D
Goo

D
G
//⊥ C

Foo
D

G //⊥ C
F
oo

all assert that F : C→ D is left adjoint to G : D→ C.
Example 4.1.6. The forgetful functor U : Top → Set admits both left and right adjoints.
To define the left adjoint, one needs to construct a topological space from a set S so that
continuous maps from this space to another space T correspond naturally and bijectively to
functions S → UT . The discrete topology on S has this universal property: writing D(S )
for this space, any function S → U(T ) defines a continuous map D(S ) → T . Similarly,
to define the right adjoint, one needs to construct a topological space from a set S so that
continuous maps from T to this space correspond naturally and bijectively to functions
UT → S . The indiscrete topology on S has this universal property: write I(S ) for this
space, any function U(T ) → S defines a continuous function T → I(S ). So we have
natural isomorphisms

Top(D(S ),T ) � Set(S ,U(T )) Set(U(T ), S ) � Top(T, I(S )),

and thus the discrete, forgetful, and indiscrete functors define a pair of adjunctions

Top U // Set

D
⊥||

I

⊥
bb

Similarly, the forgetful functors ob: Cat → Set and Vert : Graph → Set (for any
variety of graphs) admit both left and right adjoints. We leave it to the reader to work out
what these are.

An adjunction between poset categories is called a (monotone) Galois connection.
If A and B are posets, functors F : A → B and G : B → A are simply order-preserving
functions. We have F a G if and only if

Fa ≤ b if and only if a ≤ Gb

for all a ∈ A and b ∈ B. In this context, F is often called the lower adjoint and G is called
the upper adjoint.
Example 4.1.7. Both adjoints to inclusion of posets Z ↪→ R (with the usual ≤ ordering)
exist defining the ceiling and floor functions. For any integer n and real number r, n ≤ r
if and only if n ≤ brc, where brc denotes the greatest integer less than or equal to r. This
function is order-preserving, defining a functor b−c : R → Z that is right adjoint to the
inclusion Z ↪→ R. Dually, r ≤ n if and only if dre ≤ n, and this order-preserving function
defines a functor d−e : R→ Z that is left adjoint to the inclusion.

Z
� � // R

d−e

⊥��

b−c

⊥
]]

Example 4.1.8. Consider a function f : A→ B between sets. The subsets of A and subsets
of B form posets, PA and PB, ordered by inclusion. The map f induces direct image and
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inverse image functors f∗ : PA→ PB and f ∗ : PB→ PA; as functions both maps are order-
preserving and thus define functors between the poset categories. The direct image is left
adjoint to the inverse image: for A′ ⊂ A and B′ ⊂ B, f (A′) ⊂ B′ if and only if A′ ⊂ f −1(B′).

Moreover, the inverse image functor has a further right adjoint f! that carries a subset
A′ ⊂ A to the set of elements of B whose fibers lie entirely in A′. With this definition,
B′ ⊂ f!(A′) if and only if f −1(B′) ⊂ A′. So we again have a pair of adjunctions

PB f ∗ // PA

f∗
⊥}}

f!

⊥
``

Example 4.1.9. A propositional function is a function P : X → Ω = {⊥,>}, which de-
cides, for each x ∈ X, whether P(x) is true or false. The logical operations of universal
and existential quantification define functions ∀x∈X ,∃x∈X : ΩX → Ω in the expected way:
∀x∈XP(x) = > if and only if P(x) = > for all x ∈ X. These functions become functors
between poset categories when Ω is given the partial order ⊥ ≤ > and ΩX inherits a point-
wise defined order: P ≤ Q if and only if P(x) ≤ Q(x) for all x ∈ X. There is also a constant
“dummy variable” functor ∆x∈X : Ω → ΩX . One can verify that ∃x∈X a ∆x∈X a ∀x∈X . See
[Awo96] for more.
Examples 4.1.10. There is a large and very important family of “free-forgetful” adjunc-
tions, with the forgetful functor defining the right adjoint and the free functor defining the
left adjoint. In general, if one can construct the “free” object of type X on an object of
type Y , this construction most likely defines a left adjoint to the forgetful functor from the
category of Xs to the category of Ys. The following forgetful functors admit left adjoints,
defining “free” constructions.

(i) U : Group→ Set
(ii) U : Ab→ Set

(iii) U : Ring→ Set
(iv) U : ModR → Set, generalizing the case U : Vectk → Set considered in the

introduction to this Chapter.
(v) U : ModR → Ab, forgetting the scalar multiplication

(vi) U : Ring→ Ab, forgetting the multiplicative structure3

(vii) (−)× : Ring→ Group, carrying a ring to its group of units.
(viii) φ∗ : ModS → ModR induced from a ring homomorphism φ : R → S . The for-

getful functor is called restriction of scalars.
(ix) φ∗ : SetG → SetH induced from a group homomorphism φ : H → G, another

restriction-of-scalars functor
(x) U : Set∗ → Set

Each of these free-forgetful adjunctions is an instance of a monadic adjunction,
which will be introduced in Chapter 5.
Example 4.1.11. None of the functors U : Field → Ring, U : Field → Ab, (−)× : Field →
Ab, U : Field→ Set that forget algebraic structure on fields admit left adjoints.
Example 4.1.12. The forgetful functor U : Cat → DirGraph also admits a left adjoint F,
defining the free category on a directed graph. A directed graph G consists of a set V of

3While a unital ring has an underlying (multiplicative) monoid, containing every element except the zero
element, this construction does not define a functor Ring → Mon because a ring homomorphism might have a
non-trivial kernel. Field homomorphisms differ in this regard; see Example 4.1.11.
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vertices, a set E of edges, and two functions s, t : E → V defining the source and target of
each directed edge. The free category on G has V as its set of objects. The set of morphisms
consists of identities for each vertex together with finite paths of edges; here a “path”
must respect direction. Composition is defined by concatenation of paths. The adjunction
supplies a natural bijection between functors F(G) → C and morphisms G → U(C) of
directed graphs. The latter presentation defines a diagram in C with no commutativity
requirements, since directed graphs do not encode composites. For instance, diagrams
indexed by the directed graph ω, first introduced in Example 1.1.3.(iv), have this form.
The adjunction tells us that diagrams without commutativity requirements are precisely
diagrams indexed by free categories.
Example 4.1.13. Let n + 1 denote the ordinal category, freely generated by the graph 0→
1 → 2 → · · · → n. For each 0 ≤ i ≤ n, there is an injective functor di : n → n + 1 where
i ∈ n is the unique object missing from the image. For each 0 ≤ i < n, there is also a
surjective functor si : n + 1 → n for which i ∈ n is the unique object with two preimages.
These functors define a sequence of 2n + 1 adjoints

n

dn //
⊥

⊥

⊥

⊥...
⊥

⊥

⊥

dn−1 //

d0 //

d1 //

n + 1

sn−1oo

sn−2oo

s0oo

s1oo

Definition 4.1.1 can be dualized in three ways, by replacing C, D, or both C and D by
their opposite categories. The latter dualization recovers the original notion of adjunction,
with Gop : Dop → Cop left adjoint to Fop : Cop → Dop if and only if F a G. In particular,
any theorem about left adjoints has a dual theorem about right adjoints, which is a very
useful duality principle for adjunctions. The other two dualizations lead to new (but still
dual) types of adjoint functors.
Definition 4.1.14. A pair of contravariant functors F : Cop → D and G : Dop → C are
mutually left adjoint if there exists a natural isomorphism

D(Fc, d) � C(Gd, c),

or mutually right adjoint if there exists a natural isomorphism

D(d, Fc) � C(c,Gd).

Example 4.1.15. Let AxiomL be a set of axioms, i.e., sentences in a fixed first-order lan-
guage L. Let ModelL be a set of models for that language, i.e., sets with interpretations
of the constants, relations, and functions in the language. For instance, the language of the
natural numbers has a constant symbol “0”, a binary function symbol “+”, and a binary re-
lation symbol “≤”, so a model would be any set with a specified constant, binary function,
and binary relation. Given a set of models M and a set of axioms A we write M � A if each
of the axioms in A is satisfied by, that is, true in, each of the models in M. For instance,
an axiom might assert the transitivity of the relation symbol “≤”, in which case a model
satisfies this axiom if and only if its interpretation of this relation is transitive.

Form the poset categories P(AxiomL) and P(ModelL) ordered by inclusion. There are
contravariant functors

True in : P(AxiomL)op → P(ModelL) Satisfying: P(ModelL)op → P(AxiomL)
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which send a set of axioms A to the set of models that satisfy those axioms and send a set
of models to the set of axioms that they satisfy. These are mutual right adjoints, forming
what is called the Galois connection between syntax and semantics [Smi].

Exercises.
Exercise 4.1.1. Prove Lemma 4.1.2 and remark 4.1.4.
Exercise 4.1.2. Define left and right adjoints to ob: Cat → Set and to Vert : Graph →
Set, the functor that takes a graph to its vertex set, for either directed or undirected graphs,
as you prefer.
Exercise 4.1.3. Suppose that F : A × B → C is a bifunctor so that for each object a ∈ A,
the induced functor F(a,−) : B→ C admits a right adjoint Ga : C→ B.

(i) Show that these right adjoints assemble into a unique bifunctor G : Aop×C→ B,
defined so that G(a, c) = Ga(c) so that the isomorphisms

C(F(a, b), c) � B(b,G(a, c))

are natural in all three variables.
(ii) Suppose further that for each b ∈ B, the induced functor F(−, b) : A→ C admits

a right adjoint Hb : C → A. Conclude that there is a unique bifunctor H : Bop ×

C→ A so that H(b, c) = Hb(c) and the isomorphism

(4.1.16) A(a,H(b, c)) � C(F(a, b), c) � B(b,G(a, c))

is natural in all three variables.
(iii) Conclude that for each c ∈ C, the functors G(−, c) : Aop → B and H(−, c) : Bop →

A are mutual right adjoints.

A triple of bifunctors F, G, and H equipped with a natural isomorphism (4.1.16) is called
a two-variable adjunction.
Exercise 4.1.4. What are some examples of two-variable adjunctions?

4.2. The unit and counit as universal arrows

Consider an adjunction

C
F //
⊥ D
G
oo D(Fc, d) � C(c,Gd).

Fixing c ∈ C, the defining natural isomorphism says that the object Fc ∈ D represents the
functor C(c,G−) : D → Set. By the Yoneda lemma, the natural isomorphism D(Fc,−) �
C(c,G−) is determined by an element of C(c,GFc), the transpose of 1Fc, that we denote by
ηc. By Lemma 4.1.2, the maps ηc assemble into the components of a natural transformation
η : 1C ⇒ GF.
Lemma 4.2.1. Given an adjunction F a G, there is a natural transformation η : 1C ⇒ GF,
called the unit of the adjunction, whose component ηc : c → GFc at c is defined to be the
transpose of the identity morphism 1Fc.
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Proof. To prove that η is natural, we must show that the left-hand square commutes
for every f : c→ c′ in C.

c

f
��

ηc // GFc

GF f
��

!

Fc

F f
��

1Fc // Fc

F f
��

c′
ηc′
// GFc′ Fc′

1Fc′

// Fc′

This follows from Lemma 4.1.2 and the obvious commutativity of the right-hand trans-
posed square. �

Dually, fixing d ∈ D the defining natural isomorphism of an adjunction F a G says that
the object Gd ∈ C represents the functor D(F−, d) : Cop → Set. By the Yoneda lemma,
the natural isomorphism C(−,Gd) � D(F−, d) is determined by an element of D(FGd, d),
the transpose of 1Gd, that we denote by εd. By Lemma 4.1.2, the maps εd assemble into
the components of a natural transformation ε : FG ⇒ 1D. We have the following dual of
Lemma 4.2.1
Lemma 4.2.2. Given an adjunction F a G, there is a natural transformation ε : FG ⇒ 1D,
called the counit of the adjunction, whose component εd : FGd → d at d is defined to be
the transpose of the identity morphism 1Gd.

Lemmas 4.2.1 and 4.2.2 show that any adjunction has a unit and a counit. Conversely,
if F : C� D : G are opposing functors equipped with natural transformations η : 1C ⇒ GF
and ε : FG ⇒ 1D satisfying a dual pair of conditions, then this data provides an alternate
encoding of the notion of an adjunction.
Definition 4.2.3. An adjunction consists of an opposing pair of functors F : C � D : G,
together with natural transformations η : 1C ⇒ GF and ε : FG ⇒ 1D that satisfy the
triangle identities:

F
Fη +3

1F �&
DDDDDDDD

DDDDDDDD FGF

εF
��

G
ηG +3

1G �&
EEEEEEEE

EEEEEEEE GFG

Gε
��

F G

The left-hand triangle asserts that a certain diagram commutes in DC, while the right-
hand triangle asserts that the dual diagram commutes in CD. The natural transformations
Fη, εF, ηG, and Gε are defined by whiskering; recall Remark 1.6.15. Together these
equations assert that “the counit is a left inverse of the unit modulo translation.” They can’t
literally be inverses because the components of the unit ηc : c → GFc lie in C while the
components of the counit εd : FGd → d lie in D; these morphisms aren’t composable. But
if we apply F to the unit, we obtain a morphism Fηc : Fc→ FGFc in D whose left inverse
is εFc. And if we apply G to the counit, we obtain a morphism Gεd : GFGd → Gd whose
right inverse is ηGd.
Proposition 4.2.4. A pair of functors F : C � D : G is adjoint in the sense of Definition
4.1.1 if and only if they are adjoint in the sense of Definition 4.2.3.

Proof. Lemmas 4.2.1 and 4.2.2 demonstrate that a natural isomorphism D(Fc, d) �
C(c,Gd) can be used to define natural transformations η : 1C ⇒ GF and ε : FG ⇒ 1D,
whose components are transposes of identity morphisms. It remains to demonstrate the
triangle identities, for which it suffices by Lemma 1.6.12 to consider the components of
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each natural transformation. By Lemma 4.1.2, the upper-left-hand and lower-right-hand
squares

Fc

Fηc

��

1Fc // Fc

1Fc

��
!

c

ηc

��

ηc // GFc

1GFc

��
FGFc

εFc
// Fc GFc

1GFc

// GFc

FGd

1FGd

��

1FGd // FGd

εd

��
!

Gd
ηGd //

1Gd

��

GFGd

Gεd

��
FGd

εd
// d Gd

1Gd

// Gd

commute because the transposed squares manifestly do. This is what we wanted to show.
Conversely, the unit and counit can be used to define a natural bijection D(Fc, d) �

C(c,Gd). Given f : Fc→ d and g : c→ Gd their adjuncts are defined to be the composites:

f [ := c
ηc // GFc

G f // Gd g] := Fc
Fg // FGd

εd // d

The triangle identities are used to show that these operations are inverses. By definition
( f [)] is equal to the top composite

Fc

1Fc ,,

Fηc // FGFc
FG f //

εFc $$IIIIIIIII FGd
εd // d

Fc
f

=={{{{{{{{

By naturality of ε and one triangle identity, this equals f . The dual diagram chase, which
demonstrates that (g])[ = g, follows or is left as an exercise for the reader. �

Corollary 4.2.5. If A and B are posets and F : A → B and G : B → A form a Galois
connection, with F a G, then F and G satisfy the following fixed point formulas

FGF = F GFG = G.

Proof. By the triangle identities F(a) ≤ FGF(a) ≤ F(a) for all a ∈ A, whence F =

FGF. The other formula is dual. �

Example 4.2.6. The left adjoint F to the forgetful functor U : Group → Set defines the
free group on a set S . Elements of the group F(S ) are finite words written in the letters
s ∈ S and formal “inverses” s−1, modulo some evident relations. The empty word serves
as the identity element and multiplication is by concatenation. The component of the unit
of the adjunction F a U at a set S is the function S → UF(S ) that sends an element to the
corresponding singleton word. The component of the counit of the adjunction at a group
G is the group homomorphism FU(G) → G that sends a word, whose letters are elements
of the group G and formal inverses, to the product of those symbols, interpreted using the
multiplication, inverses, and identity present in the group G. Note that this function sends
a singleton word to that group element; this proves one of the triangle identities. We leave
the interpretation of the other triangle identity to the reader.
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Exercises.
Exercise 4.2.1. Explain each step needed to convert the statement of Lemma 4.2.1 into the
statement of Lemma 4.2.2.
Exercise 4.2.2. Pick your favorite forgetful functor from Example 4.1.10 and prove that
it is a right adjoint by defining its left adjoint, the unit, and the counit, and demonstrating
that the triangle identities hold.
Exercise 4.2.3. Each component of the counit of an adjunction is a terminal object in some
category. What category?
Exercise 4.2.4. A morphism of adjunctions, from F a G to F′ a G′ is comprised of a
pair of functors

C H //

F
��
a

C′

F′

��
a

D

G

OO

K
// D′

G′

OO

so that the square with the left adjoints and the square with the right adjoints both commute
(i.e., KF = F′H and HG = G′K) and satisfying one additional condition, which takes a
number of equivalent forms. Prove that the following are equivalent:

(i) Hη = η′H, where η and η′ denote the respective units of the adjunctions.
(ii) Kε = ε′K, where ε and ε′ denote the respective counits of the adjunctions.

(iii) Transposition across the adjunctions commutes with application of the functors
H and K, i.e., for every c ∈ C and d ∈ D, the diagram

D(Fc, d) � //

K ��

C(c,Gd)
H��

D′(KFc,Kd) C′(Hc,HGd)

D′(F′Hc,Kd)
�
// C′(Hc,G′Kd)

commutes.

4.3. Formal facts about adjunctions

“Formal” means 2-categorical, meaning that they can be proven syntactically using
objects (categories), morphisms (functors), and morphisms of morphisms (natural trans-
formations), which can be composed horizontally and vertically, as we saw in Section 1.6.
This is the reason for giving diagrammatic proofs of results that can be proven more effi-
ciently by appealing to the Yoneda lemma: the diagrammatic proofs apply more generally.4

Proposition 4.3.1. If F and F′ are left adjoint to U, then F � F′. Moreover, there is a
unique such isomorphism commuting with the unit and counit of the adjunction.

4Unfortunately, we won’t be able to describe the other contexts in which the diagrammatic proofs apply.
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Proof 1. To define a natural transformation θ : F ⇒ F′, it suffices, by Lemma 4.1.2,
to define a transposed natural transformation, which we take to be η′ : 1C ⇒ UF′

Fc

F f
��

θc // F′c

F′ f
��

!

c

f
��

η′c // UF′c

UF′ f
��

Fc′
θc′
// F′c′ c′

η′c′

// UF′c′

The proof of Proposition 4.2.4 provides a formula for θ:

θ := F
Fη′ +3 FUF′ εF′ +3 F′.

Exchanging the roles of F′ and F, we also define a natural transformation θ′ : F′ ⇒ F
to be the transpose of η : 1C → UF, i.e., by the formula

θ′ := F′
F′η +3 F′UF ε′F +3 F.

The hope is that θ′ = θ−1, so that θ is a natural isomorphism. To prove that

F
Fη′ +3 FUF′ εF′ +3 F′

F′η +3 F′UF ε′F +3 F = F
1F +3 F

it suffices to prove that the transposed natural transformations are equal, i.e., to show that
η : 1⇒ UF equals the composite

1
η +3 UF

UFη′ +3 UFUF′ UεF′ +3 UF′
UF′η +3 UF′UF Uε′F +3 UF .

By naturality of η, this equals

1
η′ +3 UF′

ηUF′ +3 UFUF′ UεF′ +3 UF′
UF′η +3 UF′UF Uε′F +3 UF .

By the triangle identity UεF′ · ηUF′ = 1UF′ , this simplifies to

1
η′ +3 UF′

UF′η +3 UF′UF Uε′F +3 UF .

By naturality of η′, this equals

1
η +3 UF

η′UF +3 UF′UF Uε′F +3 UF ,

and by the triangle identity Uε′F · η′UF = 1UF this simplifies to:

1
η +3 UF

as desired. The other diagram chase, proving that θ · θ′ = 1F′ , is dual.
From the formula for θ, there are easy diagram chases, left to the reader, that verify

that the diagrams of natural transformations commute

1C
η +3

η′ �%
DDDDDDD

DDDDDDD UF

Uθ
��

FU ε +3

θU
��

1D

UF′ F′U
ε′

9Azzzzzzz

zzzzzzz

The left-hand triangle asserts that the transpose of θ across the adjunction F a U is η′,
proving uniqueness. �
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Proof 2. By the Yoneda lemma, the composite natural isomorphism

D(F′c, d) � C(c,Ud) � D(Fc, d),

defines a natural isomorphism θc : Fc � F′c. The component θc is defined to be the image
of 1F′c. The first isomorphism carries this to η′c : c → UF′c. The second isomorphism
carries it to its transpose along F a U. Thus

θc := Fc
Fη′c // FUF′c

εF′c // F′c

This is the formula we discovered in Proof 1. Lemma 4.1.2 can be used to show commu-
tativity with the units and counits. �

Proposition 4.3.2. Given adjunctions

C
F //
⊥ D
G
oo

F′ //
⊥ E
G′
oo

the composite F′F is left adjoint to the composite GG′.

There are two proofs: a Yoneda-style proof and a 2-categorical proof.

Proof 1. There are natural isomorphisms

E(F′Fc, e) � D(Fc,G′e) � C(c,GG′e),

the first defined using F′ a G′ and the second defined using F a G. �

Proof 2. The unit and counit of F′F a GG′ are defined to be the composites

η̄ := 1C
η +3 GF

Gη′F +3 GG′F′F ε̄ := F′FGG′ F′εG′ +3 F′G′ ε′ +3 1E

The proof of the triangle identities is an entertaining diagram chase left to the reader. �

Using the formula for adjunct arrows given in the proof of Proposition 4.2.4, the first
proof gives the formulas for the unit and counit provided by the second.
Proposition 4.3.3. Any equivalence

C
F // D
G
oo η : 1C

�
⇒ GF, ε : FG

�
⇒ 1D

can be promoted to an adjoint equivalence, in which the natural isomorphisms satisfy the
triangle identities, by redefining either the unit or counit.

The proof is left as Exercise 4.3.1.
Proposition 4.3.4. Given an adjunction

C
F //
⊥ D
G
oo

post-composition with F and G define a pair of adjoint functors

CJ
F //
⊥ DJ

G
oo

for any small category J.

This can be proven by appealing to either of the definitions of an adjunction.
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Exercises.
Exercise 4.3.1. Prove Proposition 4.3.3.
Exercise 4.3.2. Use the natural bijection between hom-sets to prove Proposition 4.3.4.
Exercise 4.3.3. Use the unit and counit associated to an adjunction to prove Proposition
4.3.4.

4.4. Adjunctions, limits, and colimits

Proposition 4.4.1. A category C admits all limits of diagrams indexed by a small category
J if and only if the constant diagram functor ∆ : C→ CJ admits a right adjoint. Dually, C
admits all colimits of J-indexed diagrams if and only if ∆ admits a left adjoint.

C ∆ // CJ

colim
⊥~~

lim

⊥
__

Recall from Proposition 3.5.2 that the axiom of choice is needed to define the action
of the limit or colimit functor on objects.

Proof. These dual statements follow immediately from the defining universal prop-
erties of a limit and colimit. For c ∈ C and F ∈ CJ, the hom-set CJ(∆c, F) is the set of
natural transformations from the constant J-diagram at c to the diagram F. This, by Defini-
tion 3.1.2, is precisely the set of cones over F with summit c. There is an object lim F ∈ C
together with a natural isomorphism

CJ(∆c, F) � C(c, lim F)

if and only if this limit exists. �

Theorem 4.4.2 (RAPL). Right adjoints preserve limits.

If G : D→ C has a left adjoint F and if D and C admit all limits indexed by a category
J, then there is a slick proof of this result. The left adjoint functors

C >

F
//

` ∆
��

D
Goo

∆
��
a

CJ
⊥

lim

OO

F //
DJ

lim

OO

G
oo

manifestly commute. By Proposition 4.3.2, the functors G lim and lim G are both right ad-
joints to the composite F∆ = ∆F. By Proposition 4.3.1 they must therefore be isomorphic,
proving that G preserves J-indexed limits.

However, we want a more precise version of Theorem 4.4.2 that tells us that a right
adjoint preserves any limit that happens to exist in its domain, regardless of whether or not
all limits of that shape exist.
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Proof. Consider a diagram K : J → D admitting a limit cone, illustrated here in the
case where J is the poset of integers.

lim K

λ0

��
λ−1

wwww

{{wwww···

ssgggggggggggggggggggggggggg

λ−2
kkkkkkk

uukkkkkkk λ1

FFFF

##FFFF λ2
RRRRRRR

))RRRRRRRR
···

++VVVVVVVVVVVVVVVVVVVVVVVV

· · · // K j−2 K f−2

// K j−1 K f−1

// K j0 K f0
// K j1 K f1

// K j2 // · · ·

Applying a right adjoint G : D→ C we obtain a cone

G lim K

Gλ0

��
Gλ−1

ssss

yyssss···

ssfffffffffffffffffffffffffffff

Gλ−2
iiiiiii

ttiiiiiiii Gλ1

JJJJ

$$JJJJ Gλ2
TTTTTTT

**TTTTTTTT
···

++WWWWWWWWWWWWWWWWWWWWWWWWWWW

· · · // GK j−2 GK f−2

// GK j−1 GK f−1

// GK j0 GK f0
// GK j1 GK f1

// GK j2 // · · ·

in C. We claim that this is a limit cone over the diagram GK : J → C. To prove this,
consider another cone:

c

µ0

��

µ−1
��������

����������···

vvmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm

µ−2
ssssssssssss

yysssssssssss µ1

88888888

��8888888 µ2
JJJJJJJJJJJJ

$$JJJJJJJJJJ
···

((PPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPP

G lim K

Gλ0

��
Gλ−1

ssss

yyssss···

ssfffffffffffffffffffffffffffff

Gλ−2
iiiiiii

ttiiiiiiii Gλ1

JJJJ

$$JJJJ Gλ2
TTTTTTT

**TTTTTTTT
···

++WWWWWWWWWWWWWWWWWWWWWWWWWWW

· · · // GK j−2 GK f−2

// GK j−1 GK f−1

// GK j0 GK f0
// GK j1 GK f1

// GK j2 // · · ·

The legs of this cone transpose to define maps in D

Fc

τ

���
�
�

µ̂0

��

µ̂−1
							

��							···

wwoooooooooooooooooooooooooooooo

µ̂−2
vvvvvvvvvv

{{vvvvvvvvvv µ̂1

4444444

��4444444 µ̂2

FFFFFFFFFF

""FFFFFFFFF ···

&&NNNNNNNNNNNNNNNNNNNNNNNNNNNN

lim K

λ0

��
λ−1

wwww

{{wwww···

ssgggggggggggggggggggggggggg

λ−2
kkkkkkk

uukkkkkkk λ1

FFFF

##FFFF λ2
RRRRRRR

))RRRRRRRR
···

++VVVVVVVVVVVVVVVVVVVVVVVV

· · · // K j−2 K f−2

// K j−1 K f−1

// K j0 K f0
// K j1 K f1

// K j2 // · · ·

which define a cone over K by Lemma 4.1.2. The universal property of the limit cone
induces a unique factorization τ of the cone µ̂ through the cone λ. The map τ transposes to
define a factorization

c

τ̂
���
�
�

µ0

��

µ−1
��������

����������···

vvmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm

µ−2
ssssssssssss

yysssssssssss µ1

88888888

��8888888 µ2
JJJJJJJJJJJJ

$$JJJJJJJJJJ
···

((PPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPP

G lim K

Gλ0

��
Gλ−1

ssss

yyssss···

ssfffffffffffffffffffffffffffff

Gλ−2
iiiiiii

ttiiiiiiii Gλ1

JJJJ

$$JJJJ Gλ2
TTTTTTT

**TTTTTTTT
···

++WWWWWWWWWWWWWWWWWWWWWWWWWWW

· · · // GK j−2 GK f−2

// GK j−1 GK f−1

// GK j0 GK f0
// GK j1 GK f1

// GK j2 // · · ·

of the cone µ through the cone Gλ, again by applying Lemma 4.1.2. This factoriza-
tion is clearly unique: another such map would transpose to define a factorization of µ̂
through λ, which would necessarily equal τ, and τ̂ is the unique adjunct of this map. Thus,
Gλ : G lim K ⇒ GK is a limit cone for GK. �
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In summary, we have just argued that

CJ(∆c,GK) � DJ(F∆c,K) � DJ(∆Fc,K) � D(Fc, limJ K) � C(c,G limJ K),

which, by the defining universal property of the limit, says that G limJ K defines a limit for
the diagram GK.

Dually, of course, we have:
Theorem 4.4.3 (LAPC). Left adjoints preserve colimits.

These results have myriad useful corollaries. For instance:
Corollary 4.4.4. For any function f : A → B, the inverse image f −1 : P(B) → P(A), a
function between the powersets of A and B, preserves both unions and intersections, while
the direct image f∗ : P(A)→ P(B) only preserves unions.

Corollary 4.4.5. For any vector spaces U,V,W, U ⊗ (V ⊕W) � (U ⊗ V) ⊕ (U ⊗W).
Similarly, Theorems 4.4.2 and 4.4.3 supply proofs of many of the basic operations in

arithmetic on account of the adjunctions A×− a (−)A between the product and exponential
on Set or its subcategory Fin.
Corollary 4.4.6. For finite sets A, B,C we have natural isomorphisms

A × (B + C) � (A × B) + (A ×C) (B ×C)A � BA ×CA AB+C � AB × AC

Proof. The left adjoint A × − preserves coproducts, the right adjoint (−)A preserves
products, and the functor A− : Finop → Fin, which is mutually right adjoint to itself, carries
coproducts in Fin to products in Fin. �

The forgetful functors of Example 4.1.10 carry any limits that exist in the categories
of groups, rings, modules, and so forth to corresponding limits of their underlying sets.
Indeed, we will show in Chapter 5 that these forgetful functors create, and not merely pre-
serve, all limits. Conversely, the fact that the left adjoints preserve all colimits in Set tells
us that the construction of colimits in groups, rings, modules, and so forth is necessarily
more complicated. For instance:
Corollary 4.4.7. The free group on the set X

∐
Y is the free product of the free groups on

the sets X and Y.

We now study a certain important class of adjoint functors.
Definition 4.4.8. A reflective subcategory of a category C is a full subcategory D so that
the inclusion D ↪→ C admits a left adjoint R : C→ D, called the reflector.

In studying this notion, we will make use of the following straightforward lemma.
Lemma 4.4.9. Consider an adjunction

C
F //
⊥ D
G
oo

with counit ε : FG ⇒ 1D. Then:

(i) G is faithful if and only if each component of ε is an epimorphism.
(ii) G is full if and only if each component of ε is a split monomorphism.

(iii) G is full and faithful if and only if ε is an isomorphism.

A dual result characterizes full or faithful left adjoints.
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In particular, any object in a reflective subcategory D ↪→ C is isomorphic, via the
counit Rd

�
→ d of the adjunction, to its reflection back into that subcategory. The com-

ponents of the unit have the form c → Rc; the mnemonic is that “an object looks at its
reflection.”
Examples 4.4.10. The following define reflective subcategories:

• The inclusion kHaus ↪→ Top of compact Hausdorff spaces into the category of all
topological spaces. The reflector is the functor β : Top → kHaus sending a space to
its Stone-Čech compactification.

• U : Ab → Group. The reflector carries a group G to its abelianization, the quotient
G/[G,G] by the commutator subgroup, the normal subgroup generated by elements
ghg−1h−1. The quotient maps G → G/[G,G] define the components of the unit. For
any abelian group A, we have an isomorphism A � A/[A, A]; the commutator sub-
group is trivial if and only if the group is abelian. The adjunction asserts that a ho-
momorphism from a group G to an abelian group A necessarily factors through the
abelianization of G.

• The inclusion tfAb → Ab of torsion-free abelian groups is reflective. The reflector
sends an abelian group A to the quotient A/T A by its torsion subgroup. The quotient
maps A→ A/T A define the components of the unit, and any map from A to a torsion-
free group necessarily factors through this quotient homomorphism.

• As described above, for any ring homomorphism φ : R → T , there exist adjoint func-
tors

ModT
φ∗
//⊥ ModR,

T⊗R−oo

the right adjoint being restriction of scalars and the left adjoint being extension of
scalars. The restriction of scalars functor is always faithful — as both categories of
modules admit faithful forgetful functors to Ab — and is full if and only if φ : R→ T
is an epimorphism. Note that epimorphisms in Ring include all surjections but are not
only the surjections. An important class of epimorphisms include the localizations.
Let S ⊂ R be a monoid under multiplication; that is, S is a multiplicatively closed
subset of the ring R. The localization R → S −1R is an initial object in the category
whose objects are ring homomorphisms R → T that carry all of the elements of
S to units in T . For integral domains, the ring S −1R can be constructed as a field
of fractions. A similar construction exists for general commutative rings. For non-
commutative rings, the localization may or may not exist.

Proposition 4.4.11. If D ↪→ C is a reflective subcategory then

(i) D has all limits that C admits, formed as in C.
(ii) D has all colimits that C does, formed by applying the reflector to the colimit in

C.

By Theorems 4.4.2 and 4.4.3, if D has limits or colimits, they must be constructed
in the way described in Proposition 4.4.11. The real content of this result is that these
(co)limits necessarily exist in D. We defer the proof of (i) to Exercise 5.5.1, where it
follows as a special case of a more general result to be proven there.

Proof of (ii). For clarity, we introduce notation i : D ↪→ C for the inclusion, the right
adjoint to the reflector R. Consider a diagram F : J → D and let λ : iF ⇒ c be a colimit
cone for the diagram iF in C. The left adjoint R sends this to a colimit cone Rλ : RiF ⇒ Rc
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in D. Now the counit supplies a natural isomorphism Ri � 1D. Transporting along these
isomorphisms, we obtain a colimit cone F � RiF ⇒ Rc for the original diagram in D. �

Exercises.
Exercise 4.4.1. When does the functor ! : C→ 1 have a left adjoint? When does it have a
right adjoint?
Exercise 4.4.2. Suppose the diagonal functor ∆ : C → CJ admits both left and right ad-
joints. Describe the units and counits of these adjunctions.
Exercise 4.4.3. Prove Lemma 4.4.9.
Exercise 4.4.4. Consider a reflective subcategory inclusion D ↪→ C with reflector R : C→
D.

(i) Show that ηR = Rη, and that these natural transformations are isomorphisms.
(ii) Show that an object c ∈ C is in the essential image of the inclusion D ↪→ C,

i.e., is isomorphic to an object in the subcategory D, if and only if ηc is an
isomorphism.

(iii) Show that the essential image of D consists of those objects c that are local for
the class of morphisms that is inverted by R. That is, c is in the essential image
if and only if the precomposition functions

C(b, c)
f ∗
−→ C(a, c)

are isomorphisms for all f : a→ b in C for which R f is an isomorphism in D.

4.5. Existence of adjoint functors

Does the inclusion Ring ↪→ Rng of unital rings into the category of possibly non-
unital rings have any adjoints? A first strategy to probe a question of this form might
be called the “initial and terminal objects test”: by Theorems 4.4.2 and 4.4.3 a functor
admitting a left adjoint must necessarily preserve all limits while a functor admitting a
right adjoint must necessarily preserve all colimits. The ring Z is initial in Ring but not in
Rng, so there can be no right adjoint. The zero ring is terminal in both categories, so a left
adjoint to the inclusion might be possible. Indeed, Ring has and the inclusion preserves
all limits. A limit-preserving functor is called continuous; a colimit-preserving functor is
called cocontinuous.

The search for a left adjoint to Ring ↪→ Rng might be thought of as some sort of
formulaic (that is to say functorial) optimization problem, whose aim is to adjoin a mul-
tiplicative unit to a possibly non-unital ring R in the “most efficient way possible.” The
Yoneda lemma can be used to make this intuition precise. We seek a unital ring R∗ to-
gether with a natural isomorphism

Ring(R∗, S ) � Rng(R, S )

for all unital rings S . That is, we seek a representation for the functor Rng(R,−) : Ring→
Set. By Proposition 2.4.4, we seek an initial object in the category of elements

∫
Rng(R,−),

whose objects are homomorphisms R → S whose codomain is a unital ring and whose
morphisms are commutative triangles whose leg opposite R is a unital ring homomorphism.
This category of elements is isomorphic to the comma category R ↓ Ring of non-unital
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homomorphisms from R to a unital ring. The optimization problem is solved if we can find
a unital ring R∗ and ring homomorphism R→ R∗ that is initial in this category.5

The same line of reasoning proves the following general result.
Lemma 4.5.1. A functor U : A → S admits a left adjoint if and only if for each s ∈ S the
comma category s↓U has an initial object.

Proof. The comma category s ↓U is isomorphic to the category of elements for the
functor S(s,U−) : A → Set. If a left adjoint F exists, then the component at s of its
unit defines an initial object ηs : s→ UFs in this category; see Exercise 3.7.1. Conversely,
suppose each s↓U admits an initial object, which we suggestively denote by ηs : s→ UFs.
This defines the value of a function F : ob S → ob A which we now extend to a functor.
For each morphism f : s→ s′ in S, define F f : Fs→ Fs′ to be the unique morphism in A
making the square

s

f
��

ηs // UFs

UF f
���
�
�

s′
ηs′
// UFs′

commute; the existence and uniqueness of such a map makes use of the fact that ηs is initial
in s↓U. It is easy to verify that these unique choices are functorial, and so we have defined
a functor F : S→ A together with a natural transformation η : 1S ⇒ UF.

This data allows us to define a natural transformation

φs,a : A(Fs, a)→ S(s,Ua),

as in the proof of Proposition 4.2.4. Given g : Fs → a in A, define φs,a(g) to be s
ηs
−→

UFs
Ug
−−→ Ua. Injectivity and surjectivity of φs,a follows immediately from the uniqueness

and existence of morphisms from ηs to any particular s → Ua in s ↓ U. This natural
isomorphism proves that F a U with unit η. �

Lemma 4.5.1 reduces the problem of finding a left adjoint to a continuous functor
U : A → S to the problem of finding an initial object in the comma category s↓U defined
for each s ∈ S. This comma category, as the category of elements for S(s,U−) : A→ Set,
comes with a canonical forgetful functor Π : s ↓U → A that carries an object s → Ua to
the object a.
Lemma 4.5.2. For any functor U : A→ S and object s ∈ S, the associated forgetful functor
Π : s↓U → A creates the limit of any diagram whose limit exists in A and is preserved by
U. In particular, if A is complete and U is continuous, then s↓U is complete.

Proof. Consider a diagram J
K
−→ s ↓ U so that J

K
−→ s ↓ U

Π
−→ A admits a limit

cone λ : ` ⇒ ΠK. By hypothesis, the functor U carries this limit cone to a limit cone

Uλ : U` ⇒ UΠK for the diagram J
K
−→ s ↓ U

Π
−→ A

U
−→ S. Now the original diagram

J
K
−→ s ↓U can be thought of as a cone over this diagram in S with summit s, which then

5The optimization problem intuition for the construction of adjoint functors is explained very well on
Wikipedia’s adjoint functors entry (retrieved on April 14, 2015). However, their suggestion that “picking the
right category [to express the universal property of the adjoint construction] is something of a knack” is incorrect.
A left adjoint to a functor U : A → S at an object s ∈ S defines an initial object in the category of elements of
the functor S(s,U−) : A → Set; dually, a right adjoint defines a terminal object in the category of elements of
S(U−, s) : Aop → Set.

http://en.wikipedia.org/wiki/Adjoint_functors
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factors uniquely along a map t : s→ U` to the limit. In the case where J is the parallel pair
category, this process is illustrated below:

in s↓U

s k //

k′   BBBBBBBB Ua

U f
��

Ug
��

Ua′

7→

`
��
λa

���
�
�

in A

a

f
��

g
��
a′

7→

U`
��
Uλa

��

in S.

s k //

k′   BBBBBBBB

t

∃!

>>|
|

|
|

Ua

U f
��

Ug
��

Ua′

The verification that t : s→ U` is a limit for the original diagram K in s↓U is straightfor-
ward. Note also, that Π : s↓U → A preserves the limit, by construction. �

Lemma 4.5.2 can be used to help find an initial object in s ↓ U. An initial object is
equally the limit of the identity functor; see Example 3.7.3. Applying Lemma 4.5.2, a
limit of the identity functor on s ↓U exists if and only if the limit of the forgetful functor
Π : s ↓ U → A exists in A. Following this line of reasoning, it seems that all continuous
functors whose domains are complete should admit left adjoints.

The problem is that s ↓ U is not in general a small category, so even if A admits all
small limits it may not admit a limit of the large diagram s ↓U → A. The adjoint functor
theorems supply conditions under which this large limit can be reduced to a small one that
A possesses. We discuss two of the common variants of this theorem.
Theorem 4.5.3 (General Adjoint Functor Theorem). Let U : A → S be a continuous func-
tor whose domain is locally small and complete. Suppose U satisfies the following solution
set condition:
• For every s ∈ S there exists a set of morphisms fi : s → Uai so that any f : s → Ua

factors through some fi along a morphism ai → a in A.
Then U admits a left adjoint.

The solution set condition says exactly that the set fi : s → Uai is jointly weakly
initial in the category s↓U, in the sense that any other object in this category admits a map
from one of these objects. Because A has all limits and U preserves them, Lemma 4.5.2
implies that the category s↓U is also complete, and a particular limit construction will be
used to turn this jointly weakly initial set into an initial object.
Lemma 4.5.4. If C is complete, locally small, and has a jointly weakly initial set of objects
Φ, so that for any C ∈ C there is some K ∈ Φ and a morphism K → C, then C has an
initial object.

Proof. Let P be the product of the objects in Φ. Then P is weakly initial: for each
C ∈ C, there is some morphism P → C but likely more than one. Let ` : L → P be the
limit cone for the diagram consisting of P and all of its endomorphisms.

Because P is weakly initial, L is too. Suppose there is some C ∈ C with two morphisms
f , g : L⇒ C and let e : E → L be their equalizer. Because P is weakly initial there is some
morphism p : P → E. The composite `ep is an endomorphism of P so `ep` = `. The
universal property of the limit L implies that ` is monic, and so ep` = 1L, and in particular
e is split epi. But e is also mono; as a split epi and mono is necessarily an isomorphism,
we conclude that f = g. �

The proof of the general adjoint functor theorem proceeds directly by assembling the
lemmas in this section.
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Proof of Theorem 4.5.3. By Lemma 4.5.1, U admits a left adjoint if and only if for
each s ∈ S the comma category s ↓U has an initial object; these initial objects define the
value of the left adjoint on objects and the components of the unit of the adjunction. The
solution set condition says that s↓U has a jointly weakly initial set of objects. Because A
is locally small, s↓U is as well. Because A is complete and U is continuous, Lemma 4.5.2
tells us that s ↓U is also complete. So we may apply Lemma 4.5.4 to construct an initial
object in s↓U. �

Example 4.5.5. For example, consider the functor U : Group → Set and a set S . The
following construction of the free group on S can be found in [Lan02, §I.12]. Let Φ′ be
the set of representatives for isomorphism classes of groups which can be generated by |S |
or fewer elements. Define Φ to be the set of functions S → UG, with G ∈ Φ′, whose image
generates the group G. Form the product, indexed by the set Φ, of the groups appearing as
codomains and consider the induced map

η : S → U(
∏

S→UG∈Φ

G).

Let Γ be the subgroup of the product
∏

S→UG∈Φ G generated by the image of η. We show
that Γ is the free group on S by proving that the restriction η : S → UΓ is initial in S ↓U.

Given a group H and a function ψ : S → U(H) let G ⊂ H be the subgroup generated
by the image of S . By construction ψ factors through φ : S → U(G) and φ ∈ Φ. Here φ
is the composite of η : S → U(Γ) with the projection to the component indexed by φ, so
we have found a way to factor ψ through η via a homomorphism Γ → H. The uniqueness
of this factorization is clear because Γ is generated by the image of S . As ψ : S → U(H)
specifies the images of these generators no alternate choices are possible.

Our next adjoint functor theorem requires a few preliminary definitions.
Definition 4.5.6. A generating set or generator for a category C is a set Φ of objects that
can distinguish distinct parallel morphisms in the following sense: given f , g : x ⇒ y, if
f , g then there exists some h : c → x with c ∈ Φ so that f h , gh. A cogenerating set in
C is a generating set in Cop.
Definition 4.5.7. A subobject of an object c ∈ C is a monomorphism c′ � c with
codomain c. Isomorphic subobjects, that is, subobjects c′ � c � c′′ with a commuting
isomorphism c′ � c′′ are typically identified. The intersection of a family of subobjects
of c is the limit of the diagram of monomorphisms. The induced map from the limit to c is
again a monomorphism. So the intersection is the minimal subobject that is contained in
every member of this family.
Theorem 4.5.8 (Special Adjoint Functor Theorem). Let U : A→ S be a continuous functor
whose domain is complete and whose domain and codomain are locally small. If further-
more A has a small cogenerating set and every collection of subobjects of a fixed object in
A admits an intersection, then U admits a left adjoint.

The purpose for these hypotheses is that they will allow us to construct the initial
objects sought for in Lemma 4.5.1.
Lemma 4.5.9. Suppose C is locally small, complete, has a small cogenerating set Φ, and
has the property that every collection of subobjects has an intersection. Then C has an
initial object.
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Proof. To say that Φ is cogenerating is to say that for every C ∈ C the canonical map

C�
∏
K∈Φ

KHom(C,K)

is a monomorphism. Form the product P =
∏

K∈Φ K of the objects in the cogenerating set
and form the intersection I ↪→ P of all of the subobjects of P. We claim that I is initial.

For any C ∈ C, there is a map P →
∏

K∈Φ KHom(C,K) induced by the maps K →
KHom(C,K) defined to be the identity 1K on each component of the power KHom(C,K). The
pullback

PC
��

��

y

// C
��

��
P // ∏

K∈Φ KHom(C,K)

defines a subobject PC of P and thus a map I → PC → C from the intersection to C.
There cannot be more than one arrow from I to C because the equalizer of two distinct
such would define a smaller subobject of P, contradicting minimality of the intersection
I. �

Proof of Theorem 4.5.8. Again, for each s ∈ S, the category s ↓ U is locally small
and complete. Monomorphisms in s↓U are preserved and reflected by Π : s↓U → A, and
so the comma categories has intersections of subobjects created by the forgetful functor. If
Φ is a cogenerating set for A, then the set

Φ′ = {s→ Ua | a ∈ Φ}

is cogenerating for s ↓U; because S is locally small, Φ′ is again a set. Applying Lemma
4.5.9, we can construct an initial object in each comma category s ↓U, which provides a
left adjoint to U by Lemma 4.5.1. �

Example 4.5.10. The special adjoint functor theorem is an abstraction of the construction
of the Stone-Čech compactification β : Top → kHaus, which defines a left adjoint to the
inclusion kHaus ↪→ Top. The unit interval I = [0, 1] is a cogenerating object in kHaus:
if f , g : X ⇒ Y , there must be some x ∈ X with f (x) , g(x). Then Urysohn’s lemma
can be used to define a continuous function h : Y → I with h f (x) = 0 and hg(x) = 1;
hence, h f , hg. Given a topological space X, Theorem 4.5.8 constructs an initial object in
X ↓kHaus in the following manner. A cogenerating family in X ↓kHaus is given by the set
of all maps X → I. The product of these maps is a map

η̂ : X →
∏

Hom(X,I)

I.

A subobject of this object is a compact Hausdorff subspace K ⊂
∏

Hom(X,I) I containing the
image of η̂. Because

∏
Hom(X,I) I is compact Hausdorff, a subspace is compact Hausdorff if

and only if it is closed. Thus, the intersection of all subobjects of η̂ : X →
∏

Hom(X,I) I is
simply the codomain restriction η : X → β(X), where β(X) is the closure of the image of η̂.
This is the Stone-Čech compactification.

The adjoint functor theorems have a number of useful corollaries.
Corollary 4.5.11. Suppose C is locally small, complete, has a small cogenerating set, and
has the property that every collection of subobjects of a fixed object has an intersection.
Then C is also cocomplete.
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Proof. For any small category J, as C is locally small, CJ is again locally small.
The constant diagram functor ∆ : C → CJ preserves limits by Exercise 3.5.1. Applying
Theorem 4.5.8, ∆ has a left adjoint, which by Proposition 4.4.1 demonstrates that C has all
J-shaped colimits. �

The adjoint functor theorems also specialize to give conditions under which a set-
valued limit-preserving functor is representable.
Corollary 4.5.12. Suppose C is locally small, complete, has a small cogenerating set, and
has the property that every collection of subobjects of a fixed object has an intersection.
Then any continuous functor F : C→ Set is representable.

Proof. By Theorem 4.5.8, F has a left adjoint L : Set → C. In particular, we have a
natural isomorphism

C(L(∗), c) � Set(∗, Fc) � Fc
where ∗ ∈ Set denotes the singleton set. Thus L(∗) represents F. �

Corollary 4.5.13 (Freyd’s representability theorem). Let F : C → Set be a continuous
functor and suppose that C is complete and locally small. If F satisfies the solution set
condition:
• There exists a set S of objects of C so that for any c ∈ C and any element x ∈ Fc there

exists an s ∈ S , an element y ∈ Fs, and a morphism f : s→ c so that F f (y) = x.
then F is representable.

Proof. The solution set defines a jointly weakly initial set of objects in the comma
category ∗ ↓ F �

∫
F, where ∗ ∈ Set is a singleton set. By Lemma 4.5.2, this category is

complete, and so by Lemma 4.5.4 it has an initial object. By Proposition 2.4.4, this defines
a representation for F. �

Exercises.
Exercise 4.5.1. Suppose C is a locally small category with coproducts. Show that a functor
F : C→ Set is representable if and only if it admits a left adjoint.





CHAPTER 5

Monads and their Algebras

A monad is just a monoid in the category of
endofunctors — what’s the problem?

Barbie

Consider an adjunction

C
F //
⊥ D
G
oo η : 1C ⇒ GF, ε : FG ⇒ 1D.

If we restrict this data to the category C, forgetting about D entirely, we obtain a monad
on C. Dually, if we restrict to D and forget entirely about the category C, we obtain a
comonad on D. Perhaps unexpectedly from this perspective, monads are interesting in
their own right, as syntactic representations of algebraic structure. If a particular variety
of algebra is monadic, i.e., can be represented as the algebras for a monad, there are a
number of pleasing consequences. Monoids, groups, rings, modules over a fixed ring, sets
with an action of a fixed group, pointed sets, compact Hausdorff spaces, lattices, and so on
all arise as algebras for a monad on the category of sets. Fields do not, which explains why
the category of fields shares few of the properties of the categories just described.

5.1. Monads from adjunctions

Definition 5.1.1. A monad on a category C consists of
• an endofunctor T : C→ C,
• a unit natural transformation η : 1C ⇒ T , and
• a multiplication natural transformation µ : T 2 ⇒ T ,

so that the following diagrams commute in CC:

T 3 Tµ +3

µT
��

T 2

µ

��

T
ηT +3

1T �#
????????

???????? T 2

µ

��

T
Tηks

1T{� ��������

��������

T 2
µ
+3 T T

Remark 5.1.2. The diagrams in Definition 5.1.1 are reminiscent of the diagrams in Defi-
nition 1.6.3. This is no coincidence. Monads, like (topological) monoids, unital rings, and
k-algebras are all instances of monoids in a monoidal category. A monoidal category V
is a category equipped with a binary functor V × V → V and a unit object, together with
some additional coherence natural isomorphisms satisfying conditions that we decline to
describe. A monad on C is a monoid in the monoidal category CC of endofunctors on
C. The binary functor CC × CC → CC is composition and the unit object is the identity
endofunctor 1C ∈ CC. This is one explanation for the name “monad.”

107
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Lemma 5.1.3. Any adjunction

C
F //
⊥ D
G
oo η : 1C ⇒ GF, ε : FG ⇒ 1D

gives rise to a monad on the category C serving as the domain of the left adjoint, with

• the endofunctor T defined to be GF,
• the unit η : 1C ⇒ GF serving as the unit η : 1C ⇒ T for the monad, and
• GεF : GFGF ⇒ GF serving as the multiplication µ : T 2 ⇒ T.

Proof. The triangles

GFGFGF GFGεF +3

GεFGF
��

GFGF

GεF
��

GF
ηGF +3

1GF  (HHHHHHHH

HHHHHHHH GFGF

GεF
��

GF
GFηks

1GFv~ vvvvvvvv

vvvvvvvv

GFGF
GεF

+3 GF GF

commute by the triangle identities for the adjunction. The square commutes by naturality
of the vertical natural transformation Gε : GFG ⇒ G. �

Examples 5.1.4. For instance:

(i) The free forgetful adjunction between pointed sets and ordinary sets induces
a monad on Set whose endofunctor (−)+ : Set → Set adds a new point. The
components of the unit are given by the obvious inclusions ηA : A → A+. The
components of the multiplication µA : (A+)+ → A+ are defined to be the identity
on the subset A and send the two new points in (A+)+ to the new point in A+. By
Lemma 5.1.3, or by a direct verification, the diagrams

((A+)+)+

(µA)+ //

µA+

��

(A+)+

µA

��

A+

ηA+ //

1A+ ""EEEEEEEE (A+)+

µA

��

A+

(ηA)+oo

1A+||yyyyyyyy

(A+)+ µA
// A+ A+

commute. Particularly in computer science, this monad is called the maybe
monad, for reasons that we will explore later. There is a similar monad on
Top, or any category with coproducts, which acts by adjoining a copy of a fixed
object (in this case a point).

(ii) The free monoid monad is induced by the free-forgetful adjunction between
monoids and sets. The endofunctor T : Set→ Set is defined by

T A :=
∐
n≥0

An,

that is, T A is the set of finite lists of elements in A; in computer science contexts,
this monad is often called the list monad. The components of the unit ηA : A→
T A are defined by the evident coproduct inclusions. The components of the
multiplication µA : T 2A→ T A are the concatenation functions, sending a list of
lists to the composite list. See Exercise 5.1.1 for a more categorical description
that demonstrates that the free monoid monad T can also be defined in any
category with coproducts and a well-behaved binary functor such as ×.
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(iii) The free-forgetful adjunction between sets and the category of R-modules in-
duces the free R-module monad R[−] : Set → Set. Define R[A] to be the set
of finite formal R-linear combinations of elements of A. Formally, a finite R-
linear combination is a function χ : A → R, for which only finitely many of
the values are non-zero; it might be written as

∐
a∈A χ(a) · a. The components

ηA : A→ R[A] of the unit send an element a ∈ A to the singleton formal R-linear
combination corresponding to the function χa : A→ R that sends a to 1 ∈ R and
every other element to zero. The components µA : R[R[A]] → R[A] are defined
by distributing the coefficients in a formal sum of formal sums. Special cases
of interest include the free abelian group monad and the free vector space
monad.

(iv) The free-forgetful adjunction between sets and groups induces the free group
monad F : Set → Set that sends a set A to the set F(A) of finite words in the
letters a ∈ A together with formal inverses a−1.

(v) The composite adjunction

kHaus //⊥ Top
βoo

U
//⊥ Set

Doo

induces a monad β : Set → Set that sends a set to the underlying set of the
Stone-Čech compactification of the discrete space on that set. There is a simpler
description: β(A) is the set of ultrafilters on A; an ultrafilter is a set of subsets
of A that is upward closed, closed under finite intersections, and for any subset
of A contains exactly one of that subset or its complement. See Exercise 5.1.2.

(vi) The contravariant powerset functor is its own mutual right adjoint:

Set
P //
⊥ Setop

P
oo Set(A, P(B)) � Set(B, P(A))

A function from A to the power-set of B, or equally a function from B to the
powerset of A, can be encoded as a function A × B → Ω, i.e., as a relation on
A × B. This monad takes a set A to P(P(A)). The components of the unit are
the functions ηA : A→ P(P(A)) that send an element a to the set of subsets of A
that contain a. The components of the multiplication take a set of sets of sets of
subsets to the set of subsets of A with the property that one of the sets of sets of
subsets is the set of all sets of subsets of A that include that particular subset as
an element.1 There is a similar double dual monad on Vectk.

Examples 5.1.5. Monads also arise in nature:

(i) The covariant power-set functor P : Set → Set is also a monad. The unit A →
P(A) sends an element to the singleton subset. The multiplication P(P(A)) →
P(A) takes the union of a set of subsets. Naturality of the unit, with respect to
a function f : A → B, makes use of the fact that f∗ : P(A) → P(B) is the direct
image (rather than inverse image) function. Naturality of the multiplication
maps makes use of Corollary 4.4.4; the direct image function, as a left adjoint,

1This is one of those instances where it is easier to speak mathematics than to speak English; the multipli-
cation is the inverse image function associated to ηPA : PA→ P(P(P(A))).
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preserves unions.

A

f

��

ηA // PA

f∗
��

P2(A)

( f∗)∗
��

µA // PA

f∗
��

B
ηB
// PB P2(B)

µB
// P(B)

(ii) A modification of the free monoid monad yields the free commutative monoid
monad defined by

T A :=
∐
n≥0

(A×n)/Σn .

Elements are finite unordered lists of elements, or equally functions A → N
with finite support (only finitely many non-zero values).

(iii) There is a monad − ×N : Set→ Set. We might think of the second component
of an element (a, n) ∈ A × N as a discrete time variable. The unit A→ A × N is
defined by a 7→ (a, 0) and the multiplication A × N × N → A × N is defined by
(a,m, n) 7→ (a,m + n). A similar monad exists for any monoid M in place of N,
and this example can be generalized further from Set to any monoidal category.

A monad on Cop defines a comonad on C, consisting of an endofunctor K : C → C
together with natural transformations ε : K ⇒ 1C and δ : K ⇒ K2 so that the diagrams
dual to Definition 5.1.1 commute in CC. A comonad is a comonoid in the category of
endofunctors of C. By the dual to Lemma 5.1.3, any adjunction induces a comonad on the
domain of its right adjoint.
Example 5.1.6. A monad on a preorder P is given by an order-preserving function T : P→
P that is so that p ≤ T p and T 2 p ≤ T p. If P is a poset, so that isomorphic objects are equal,
these two conditions imply that T 2 p = T p. An order-preserving function T so that p ≤ T p
and T 2 p = T p is called a closure operator. Dually, a comonad on a poset category P
defines a kernel operator: an order-preserving function K so that K p ≤ p and K p = K2 p.

For example, the poset PX of subsets of a topological space X admits a closure opera-
tor T A = Ā, where Ā is the closure of A ⊂ X, and a kernel operator KA = Ao, where Ao is
the interior of A ⊂ X.2

Exercises.
Exercise 5.1.1. Suppose V is a category with a bifunctor ⊗ : V × V→ V that is associative
up to coherent natural isomorphism.3 Suppose also that V has countable coproducts and
that the bifunctor ⊗ preserves them in each variable.4 Show that T (X) =

∐
n≥0 X⊗n defines

a monad on V by defining natural transformations η : 1V ⇒ T and µ : T 2 ⇒ T that satisfy
the required conditions.
Exercise 5.1.2. Show that the functor β : Set→ Set that carries a set to the set of ultrafil-
ters on that set is a monad by defining unit and multiplication natural transformations that
satisfy the unit and associativity laws.

2The closure of A is the smallest closed set containing A, equally the intersection of all closed sets containing
A; the interior is defined dually.

3Rather than worry about what this means, feel free to assume that there is a well-defined n-ary functor

V×n ⊗
n

−−→ V built from the bifunctor ⊗. Such a functor exists in any monoidal category.
4In particular (v

∐
v′) ⊗ (w

∐
w′) � v ⊗ w

∐
v′ ⊗ w

∐
v ⊗ w′

∐
v′ ⊗ w′.
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Exercise 5.1.3. The adjunction associated to a reflective subcategory of C induces an
idempotent monad on C. Prove that the following three characterizations of an idem-
potent monad (T, η, µ) are equivalent:

(i) The multiplication µ : T 2 ⇒ T is a natural isomorphism.
(ii) The natural transformations ηT,Tη : T ⇒ T 2 are equal.

(iii) Each component of µ : T 2 ⇒ T is a monomorphism.

5.2. Adjunctions from monads

We have seen, in Lemma 5.1.3, that any adjunction gives rise to a monad on the cate-
gory serving as the domain of its left adjoint. It’s natural to ask whether all monads arise
this way. For instance, is there any adjunction that gives rise to the power-set monad on
Set? Perhaps surprisingly, the answer is yes: any monad T in C arises as the shadow cast
by two (usually distinct) adjunctions, that are moreover universal with this property. The
initial such adjunction, in a category to be introduced shortly, is between C and the Kleisli
category of T . The terminal such adjunction is between C and the Eilenberg-Moore cat-
egory of T , also called the category of T -algebras. The definitions of the Kleisli and
Eilenberg-Moore categories are elementary5 and could be given immediately, but we pre-
fer to start by giving an example so that when they appear, these definitions won’t look so
strange.

Recall that an affine space, over a fixed field k, is like a “vector space that has for-
gotten its origin.” It’s possible to translate a point in n-dimensional affine space A by a
n-dimensional vector, in which case one obtains a unique point in the affine space. Con-
versely, any two points in affine space can be subtracted to obtain a unique vector. Choos-
ing an origin o ∈ A defines a bijection between points a in the affine space and vectors
~v = a − o. In summary:
Definition 5.2.1. Given a vector space V over a field k, an affine space is a non-empty set
A together with a “translation” function V × A

+
−→ A so that

• ~0 + a = a for all a ∈ A.
• (~v + ~w) + a = ~v + (~w + a) for all ~v, ~w ∈ V and a ∈ A.
• for any a ∈ A, the function − + a : V → A is a bijection.

There is another simpler definition that allows us to define an affine space without
making use of the auxiliary vector space V . If we temporarily fix an origin o ∈ A, then for
any scalar λ ∈ k and two elements a,b ∈ A of the affine space, we can exploit the bijection
− + o : V → A to see that there is a unique c ∈ A so that

c − o = λ(a − o) + (1 − λ)(b − o).

This element c is sensibly denoted by λa + (1 − λ)b. This element λa + (1 − λ)b ∈ A
is independent of the choice of origin. More generally, for any n-tuple a1, . . . , an ∈ A
and scalars λ1, . . . , λn ∈ k with λ1 + · · · + λn = 1, there is a unique element λ1a1 + · · · +

λnan ∈ A defined analogously as an affine linear combination of ai. This leads to a second
equivalent definition of affine space.
Definition 5.2.2. An affine space is a non-empty set A in which affine linear combinations
can be evaluated.

5This is not to say that the constructions demonstrating the existence of adjunctions giving rise to a generic
monad aren’t rather clever.
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More precisely, define Affk(A) to be the set of finite formal sums6 ∑n
i=1 λiai so that∑n

i=1 λi = 1; a sum is affine precisely when the coefficients sum to 1 ∈ k. To say “these can
be evaluated” means there is a function evA : Affk(A) → A. For this evaluation to define a
reasonable affine linear combination function, we need a few axioms, namely:
• If ηA : A → Affk(A) is the “singleton” function and µA : Affk(Affk(A)) → Affk(A) is

the “distributivity” function, then the following diagrams

A
ηA //

1A
""FFFFFFFFFF Affk(A)

evA

��

Affk(Affk(A))
µA //

Affk(evA)
��

Affk(A)

evA

��
A Affk(A) evA

// A

commute in Set.
The first condition says that the value of a singleton sum 1 · a is the element a. The second
condition says that an affine linear combination of affine linear combinations

λ1 · (µ11a11 + · · · + µ1n1 a1n1 ) + · · · + λk · (µk1ak1 + · · · + µknk aknk )

can be evaluated by first distributing and then evaluation — note that
∑

i j λiµi j = 1 — or
by first evaluating inside each of the k sets of parentheses and then evaluating the resulting
affine linear combination. In summary, an affine space is an algebra for the affine linear
combination monad Affk(−) : Set→ Set.

Let us now introduce the general definition.
Definition 5.2.3. Let C be a category with a monad (T, η, µ). The Eilenberg-Moore cate-
gory for T or the category of T -algebras is given by:
• objects are pairs (A ∈ C, a : T A→ A), so that the diagrams

(5.2.4) A
ηA //

1A   AAAAAAAA T A

a
��

T 2A
µA //

Ta
��

T A

a
��

A T A a
// A

commute in C and
• morphisms f : (A, a)→ (B, b) are given by f : A→ B in C so that the square

T A

a
��

T f // T B

b
��

A
f
// B

commutes.
Various notations are common for the Eilenberg-Moore category, among them CT ,

C[T ], or AlgT (with varying typography). Here we’ll write CT for conciseness.
Lemma 5.2.5. For any category C with a monad (T, η, µ), there is an adjunction

C
FT
//

⊥ CT

UT
oo

6Two finite sums are considered to be identical when they differ only up to reordering of terms, up to
consolitating repeated instances of the same term by adding their coefficients, or up to inclusion or deletion of
terms whose coefficients are zero.
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so that the induced monad is (T, η, µ).

Proof. The functor FT : C → CT carries an object A ∈ C to the free T -algebra
(T A, µA : T 2A → T A) and carries a morphism f : A → B to the free T -algebra morphism
T f : (T A, µA)→ (T B, µB). The functor UT : CT → C is the evident forgetful functor. Note
that UT FT = T . The unit of the adjunction FT a UT is given by the natural transformation
η : 1C ⇒ T . The components of the counit ε : FT UT ⇒ 1CT are defined as follows:

ε(A,a) := (T A, µA)
a
−→ (A, a)

T 2A Ta //

µA

��

T A

a
��

T A a
// A

That is, the component at an algebra (A, a) is given by the algebra structure map a : T A→
A; the square displayed above-right demonstrates that this map defines a morphism of
algebras a : (T A, µA) → (A, a). Note, in particular, that UT εFT

A = µA, so that the monad
underlying the adjunction FT a UT is (T, η, µ).

The triangle identities can be demonstrated by straightforward verifications left to the
reader. �

Note that algebras for the affine space monad Affk on Set are precisely affine spaces
in the sense of Definition 5.2.2. This is a representative example: the abstract definition of
5.2.3, which is a priori a bit strange, precisely captures familiar notions of “algebra,” of the
variety encoded by the monad (T, η, µ).
Examples 5.2.6. For instance:

(i) Consider the free pointed set monad of Example 5.1.4.(i). An algebra is a set
A with a map a : A+ → A so that the diagrams (5.2.4) commute. The square
imposes no additional conditions, but the triangle says that the map a : A+ → A
restricts to the identity on the A component of the disjoint union A+ = A t {∗}.
Thus, the data of an algebra is a set with a specified basepoint a ∈ A, the image
of the extra point ∗ under the map a : A+ → A. A morphism f : (A, a) → (B, b)
is a map f : A→ B so that

A+

f+ //

a
��

B+

b
��

A
f
// B

commutes. The map f+ carries the extra point in A+ to the extra point in B+.
Thus, this condition says exactly that f (a) = b. In this way we see that the
Eilenberg-Moore category is isomorphic to Set∗, the category of pointed sets.

(ii) An algebra for the free monoid monad is a set A with a map α :
∐

n≥0 An → A,
which simultaneously specifies an n-ary operation on A for each n, satisfying
certain conditions. The unit triangle says that the unary operation defined by α
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is the identity. The commutative square

(5.2.7)
∐

n≥0(
∐

m≥0 Am)n µA //

∐
n≥0 α

n

��

∐
k≥0 Ak

α

��∐
n≥0 An

α
// A

imposes an associativity condition on the operations. It says that given a list

((a11, . . . , a1m1 ), . . . , (an1, . . . , anmn ))

of n lists of elements of A of varying length, then the result of applying the
(m1 + · · ·+ mn)-ary operation to the concatenated list is the same as applying the
n-ary operation to the results of applying the mi-ary operations to each sublist.

Recall, a monoid is a set A with an associative binary operation A2 → A
and a unit element e ∈ A. It’s clear that a monoid defines an algebra for the
free monoid monad: the nullary operation 1 → A picks out e, the unary opera-
tion is necessarily the identity, the binary operation is given, and the operations
of higher arity are determined by iterating the binary operation; associativity
implies that this is well-defined.

Conversely, any algebra defines a monoid, whose unit and binary operations
are defined to be the 0th and 2nd components of the map α :

∐
n≥0 An → A. The

associativity condition (5.2.7) implies in particular that the ternary product of
three elements a1, a2, a3 ∈ A is equal to both of the iterated binary products
(a1 · a2) · a3 and a1 · (a2 · a3). Similarly, it implies that the composite of the
binary operation with the nullary operation in one of its inputs is equal to the
identity unary operation. Thus, we conclude that the category of algebras for
the free monoid monad is isomorphic to the category Mon of associative unital
monoids.

(iii) An algebra for the closure closure operator on the poset of subsets of a topolog-
ical space X is exactly a closed subset of X. Dually, a coalgebra7 for the interior
kernel operator is exactly an open subset.

(iv) Consider a reflective subcategory D ↪→ C with reflector R. The induced end-
ofunctor R : C → C defines a monad on C with unit ηC : C → RC and mul-
tiplication a natural isomorphism R2C � RC; see Exercise 4.4.4. An algebra
is an object C ∈ C together with a map c : RC → C that is a retraction of the
unit component ηC . In fact, ηC and c are inverse isomorphisms. By naturality
of η, ηC · c = Rc · ηRC , but ηRC = RηC , as both maps are left inverse to the
isomorphism µC , and so Rc · ηRC = Rc · RηC = 1RC . An easy diagram chase
shows that the multiplication condition on c = η−1

C is automatic. We conclude
that the map c : RC → C provides no additional data; its existence is instead
a condition on C. So the category of R-algebras is isomorphic to the essential
image of D ↪→ C. See Exercises 4.4.4 and 5.1.3.

A second solution to the problem of finding an adjunction that induces a particular
monad on a category is given by the Kleisli category construction.
Definition 5.2.8. Let C be a category with a monad (T, η, µ). The Kleisli category CT has
the same objects as C but a morphism from A to B in CT is a morphism A→ T B in C; we

7Interpreting Definition 5.2.3 for a monad (T, η, µ) on Cop defines the category of coalgebras for the
comonad on C.
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might write A B for morphisms in the Kleisli category to distinguish them. The monad
structure is used to define identities and composition, so that the Kleisli category CT is a
category. The unit ηA : A → T A defines the identity morphism at A ∈ CT . The composite
of a morphism f : A → T B from A to B with a morphism g : B → TC from B to C is
defined to be

A
f // T B

Tg // T 2C
µC // TC

It is straightforward to verify that these operations are associative and unital.
Lemma 5.2.9. For any category C with a monad (T, η, µ), there is an adjunction

C
FT //
⊥ CT

UT

oo

so that the induced monad is (T, η, µ).

Proof. The functor FT is the identity on objects and carries a morphism f : A→ B to

the morphism from A to B in CT defined by A
f
−→ B

ηB
−−→ T B. The functor UT sends an object

A ∈ CT to T A and sends a morphism g : A→ T B from A to B in CT to T A
Tg
−−→ T 2B

µB
−−→ T B.

We leave it to the reader to see that both assignments are functorial. Note in particular that
UT FT = T . From the definition of the hom-sets in CT , we have isomorphisms

CT (FT A, B) � C(A,UT B),

which can be seen to be natural in both variables. This demonstrates the adjunction FT a

UT . The remaining details are left as an exercise. �

Examples 5.2.10. For instance:
(i) Objects in the Kleisli category for the maybe monad on Set are sets. A map from

A to B is a function A → B+, which may be thought of as a partially defined
function from A to B: the elements of A that are sent to the free basepoint
have “undefined” output. The composite of two partial functions is the maximal
partially defined function. Thus, the Kleisli category is the category of sets and
partially-defined functions.

(ii) Objects in the Kleisli category for the free monoid monad on Set are sets and a
map from A to B is a function A→

∐
n≥0 Bn. For each input element a ∈ A, the

output is an element (b1, . . . , bk) ∈
∐

n≥0 Bn, i.e., a list of elements of B.
For any monad (T, η, µ) on C there is a category AdjT whose objects are fully-specified

adjunctions

C
F //
⊥ D
U
oo η : 1C ⇒ UF, ε : FU ⇒ 1D

inducing the monad (T, η, µ) on C. A morphism

D K //
U

��????????

a

D′

U′~~~~~~~~~~
a

C
F

__????????

F′
>>~~~~~~~~

is a functor K : D → D′ commuting with both the left and right adjoints, i.e., so that
KF = F′ and U′K = U. These conditions imply further that the whiskered composites of
K with the counits of F a U and F′ a U′ coincide, and that K carries the transpose in D of
a morphism c→ Ud = U′Kd to the transpose of this morphism in D′; see Exercise 4.2.4.
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Proposition 5.2.11. The Kleisli category CT is initial in AdjT and the Eilenberg-Moore
category CT is terminal. That is, for any adjunction F a U inducing the monad T on C,
there exist unique functors

CT

UT

@@

��@@@@@
a

J //___ D

U

��
a

K //___ CT

UT
��~~~~~~~~
a

C
FT

__@@@@@@@@

F

OO
FT

~~~~

??~~

commuting with the left and right adjoints. Moreover, J and K commute with the counits
of the adjunctions.

Proof. On objects c ∈ CT , we are forced to define Jc = Fc so that JFT = F. A mor-
phism f from c to c′ in CT is the transpose, under Ft a UT , of the representing morphism
f : c→ Tc′ = UT c′ in C, so the fact that J commutes with transposition forces us to define

J f to be the composite Fc
F f
−−→ FTc′ = FUFc′

εFc′
−−−→ Fc′, i.e., to be the transpose of f

under F a U, where ε is the counit. The proof that these definitions are functorial makes
use of the fact that UεF = µ, the multiplication for the monad.

To define the functor K on an object d ∈ D, we must find a suitable T -algebra structure
for the object Ud ∈ C. For any algebra (c, γ : Tc → c) ∈ CT , the algebra structure map
γ can be recognized as the morphism γ : (Tc, µc) → (c, γ) from the free T -algebra on c
to the given T -algebra, that is the transpose of the identity on c = UT (c, γ). The fact that
K preserves transposes now tells us that we should define Kd = (Ud,Uεd); the proof that
Uεd : UFUd → Ud is an algebra structure map makes use of the fact that UεF = µ. On
morphisms, the condition UT K = U forces us to define the image of f : d → d′ to be
U f : (Ud,Uεd)→ (Ud′,Uεd′ ), and indeed this is a morphism of algebras. Functoriality in
this case is obvious. �

Proposition 5.2.11 implies in particular that there is a unique functor from the Kleisli
category for any monad to the Eilenberg-Moore category that commutes with the free and
forgetful functors from and to the underlying category. The following result characterizes
its image.
Lemma 5.2.12. Let (T, η, µ) be a monad on C. The canonical functor K : CT → CT from the
Kleisli category to the Eilenberg-Moore category is full and faithful and its image consists
of the free T-algebras.

Recall, a free T -algebra is an object FT c = (Tc, µc) that is in the image of the free
functor FT : C→ CT .

Proof. The proof of Proposition 5.2.11 supplies the definition of the functor: Kc :=
(Tc, µc), Tc being the object UT c and µc being UT of the component of the counit of the
Kleisli adjunction at the object c ∈ CT .

Applying Exercise 4.2.4, for each pair c, c′ ∈ CT , the action of the functor K on the
hom-set from c to c′

CT (c, c′) K // CT (Kc,Kc′) = CT ((Tc, µc), (Tc′, µc′ ))

commutes with the transposition natural isomorphisms from each hom-set to C(c,Tc′). In
particular, this map must also be an isomorphism, demonstrating that the functor CT → CT

is full and faithful. �

The upshot of Lemma 5.2.12 is that the Kleisli category for a monad embeds as the
full subcategory of free T -algebras and all maps between such. Lemma 5.2.12 also tells us
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precisely when the Kleisli and Eilenberg-Moore categories are equivalent: this is the case
when all algebras are free.
Example 5.2.13. Example 1.5.4 demonstrates that the canonical comparison from the Kleisli
to the Eilenberg-Moore categories associated to the maybe monad on Set are equivalent

Exercises.
Exercise 5.2.1. Fill in the remaining details in the proof of Lemma 5.2.5 to show that the
free and forgetful functors relating a category C with a monad T to the category CT of
T -algebras are adjoints, inducing the given monad T .
Exercise 5.2.2. Fill in the remaining details in the proof of Proposition 5.2.11: verify the
functoriality of J and K and show that the whiskered composites of the counits of these
three adjunctions with K and J agree.
Exercise 5.2.3. Verify that the Kleisli category is a category by checking that the compo-
sition operation of Definition 5.2.8 is associative and unital.
Exercise 5.2.4. Fill in the remaining details in the proof of Lemma 5.2.9 to show that the
functors FT and UT relating a category C with a monad T to the Kleisli category CT are
adjoints, inducing the given monad T .

5.3. Free algebras and canonical presentations

The free-forgetful adjunction

Set
F //
⊥ Ab
U
oo

between sets and abelian groups induces a monad Z[−] on Set. Given a set S , Z[S ] is
defined to be the set of finite Z-linear combinations of elements of S , and given a function
f : S → T , the map Z[ f ] : Z[S ]→ Z[T ] carries a formal sum n1s1 + · · ·+ nk sk, with ni ∈ Z
and si ∈ S , to the formal sum n1 f (s1) + · · · + nk f (sk). By Proposition 5.2.11, there is a
unique functor

Ab //
U

!!CCCCCCCC

a

SetZ[−]

UZ[−]
{{wwwwwwwww
a

Set
F

aaCCCCCCCC

FZ[−]

;;wwwwwwwww

from the category of abelian groups to the category of algebras that commutes with the
left and right adjoints. The image of an abelian group A is the algebra consisting of the
underlying set of A together with the “evaluation” map εA : Z[A]→ A that interprets a finite
formal sum as a single element of A. This evaluation map is the component of the counit
of the adjunction F a U at A ∈ Ab, from which point it follows easily that the diagrams
(5.2.4) commute.

In fact, this functor defines an isomorphism of categories. A Z[−]-algebra is a set A
with an “evaluation” function α : Z[A]→ A, so that diagrams

A
ηA //

1A !!BBBBBBBBB Z[A]

α

��

Z[Z[A]]
µA //

Z[α]
��

Z[A]

α

��
A Z[A]

α
// A
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commute. This tells us that the evaluation function sends a singleton sum a ∈ Z[A] to the
element a and that the evaluation map is associative: in particular, the values assigned to
the sums of sums (a1 + a2) + (a3) and (a1) + (a2 + a3) are equal. In this way, we see that the
map α : Z[A] → A gives the set A the structure of an abelian group. Moreover, an algebra
homomorphism

Z[A]
Z[ f ] //

α

��

Z[B]

β

��
A

f
// B

is a function f : A → B that preserves the evaluation of formal sums, i.e., a group homo-
morphism. Thus, we see that the canonical comparison functor defines an isomorphism
from the category of abelian groups to the category of algebras for the free abelian group
monad.

Our aim in the next section will be to state and prove the monadicity theorem, which
characterizes when the comparison functor from the domain of a right adjoint to the cate-
gory of algebras for the induced monad on the domain of the left adjoint is an equivalence
of categories. This theorem allows us to recognize when a generic adjunction is monadic,
i.e., equivalent to the adjunction between the base category and the category of algebras
for a monad. A main ingredient in this result is also of independent interest: any algebra
for a monad admits a canonical presentation as a quotient of free algebras.

Before proving this result in general, let us explore its meaning in the case of abelian
groups. Any abelian group has a presentation that can be defined in terms of the free and
forgetful functors

Set
Z[−] //
⊥ Ab.
U
oo

If G is any set of elements of an abelian group A, there is a canonical map Z[G] → A
that sends a Z-linear combination of these elements to the element of A that it evaluates
to. The set G is a set of generators for A precisely when this map is surjective. Relations
involving these generators are elements of the group Z[G], so again there is a canonical
“evaluation” map Z[R] → Z[G] from the free group on a set R of relations to the free
group on the generators. The set G ⊂ A of generators and R ⊂ Z[G] of relations defines
a presentation of A if the quotient map Z[G] � A is a coequalizer of the evaluation map
and the zero group homomorphism

(5.3.1) Z[R]
evaluation//

0
// Z[G] // // A.

One often writes A = 〈G | R〉 when this is the case.
Ad hoc presentations as described by (5.3.1) can be a useful way to describe abelian

groups, but they are unlikely to be functorial: a homomorphism ϕ : A → A′ is unlikely to
carry the presentation for A to any sets of chosen generators and relations for A′. There
is, however, a canonical, by which we mean functorial, presentation of any abelian group.
Rather than choose a proper subset of generators, we take all of the elements of A to be
generators; the canonical evaluation map α : Z[A] � A is certainly surjective. Similarly,
rather than choose any particular set of relations in Z[A], we take all of the elements of Z[A]
to be “relations.” Here we don’t intend to send every formal sum of elements of A to zero;
the result would be the trivial group. Instead, we generalize the meaning of presentation,
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making use of the fact that coequalizers are more flexible than cokernels. The diagram

Z[Z[A]]
µA
//

Z[α] // Z[A] α // // A

is always a coequalizer. That is, any abelian group is the quotient of the free abelian group
on its underlying set modulo the relation that identifies a formal sum with the element that
it evaluates to.

In general:

Proposition 5.3.2. Let (T, η, µ) be a monad on C and let (A,T A
α
−→ A) be a T-algebra.

Then

(5.3.3) (T 2A, µT A)
µA
//

Tα // (T A, µA) α // (A, α)

is a coequalizer diagram in CT .

We’ll prove this Proposition as a special case of a more general result, which requires
some new definitions.
Definition 5.3.4. A split coequalizer diagram consists of maps

x
f //
g
// y h //

t

]] z
s

gg

so that h f = hg, hs = 1z, gt = 1y, and f t = sh.
The condition h f = hg says that this triple of maps defines a fork, i.e., h is a cone

under the parallel pair f , g : x⇒ y.
Lemma 5.3.5. The underlying fork of a split coequalizer diagram is a coequalizer. More-
over, it is an absolute colimit: any functor preserves this coequalizer.

Proof. Given a map k : y → w so that k f = kg, we must show that k factors through
h; uniqueness of a hypothetical factorization is immediate, as h is a split epimorphism.
The factorization is given by the map ks : z → w, as demonstrated by the following easy
diagram chase:

ksh = k f t = kgt = k.

Now clearly split coequalizers are preserved by any functor, so the universal property
of the underlying fork defining a colimit diagram is also preserved. �

Example 5.3.6. For any algebra (A, α) for a monad (T, η, µ) on C, the diagram

T 2A
Tα //
µA
// T A α //

ηT A

`` A
ηA

jj

defines a split coequalizer diagram in C. Note that while the fork lifts to maps (5.3.3) of
algebras, the splittings ηA and ηT A do not.

The situation of Example 5.3.6 is captured by the following general definition.
Definition 5.3.7. Given a functor U : D→ C:
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• a U-split coequalizer is a parallel pair f , g : x⇒ y in D together with an extension of
the pair U f ,Ug : Ux⇒ Uy to a split coequalizer diagram

Ux
U f //
Ug
// Uy h //

t

__ z
s
jj

in C.
• U creates coequalizers of U-split pairs if any U-split coequalizer admits a coequal-

izer in D whose image under U is isomorphic to the U-split coequalizer diagram in
C.

• U strictly creates coequalizers of U-split pairs if any U-split coequalizer admits a
unique lift to a coequalizer in D for the given parallel pair.

Proposition 5.3.8. For any monad (T, η, µ) on C, the monadic forgetful functor UT : CT →

C strictly creates coequalizers of UT -split pairs.

Proof. Suppose given a parallel pair f , g : (A, α) ⇒ (B, β) in CT that admits a UT -
splitting:

A
f //
g
// B h //

t

]] C.
s

hh

We must show that C lifts to an algebra (C, γ) and h lifts to an algebra map that is a
coequalizer of f and g in CT , and that moreover these lifts are unique with this property.
To define the algebra structure map γ, note that the functor T preserves the split coequalizer
diagram; in particular, by Lemma 5.3.5, Th is the coequalizer of T f and Tg. The algebra
structure maps α and β define a diagram

T A
T f //
Tg
//

α

��

T B Th //

β

��

TC

γ∃!
���
�
�

A
f //
g
// B h // C

in which the square with the f s and the square with the gs both commute. Thus

h · β · T f = h · f · α = h · g · α = h · β · Tg,

which says that hβ defines a cone under the pair T f ,Tg : T A ⇒ T B. By the universal
property of their coequalizer, there is a unique map γ : TC → C so that the right-hand
square above commutes. Once we show that the pair (C, γ) is a T -algebra, this commutative
square will demonstrate that h : (B, β)→ (C, γ) is a T -algebra morphism.

We need to check that the diagrams

C
ηC //

1C   AAAAAAAA TC

γ

��

T 2C
µC //

Tγ
��

TC

γ

��
C TC

γ
// C
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commute. This will follow from the corresponding conditions for the T -algebra (B, β) and
the fact that the coequalizer maps are epimorphisms. Specifically, we have diagrams

B

1B

��

ηB

~~}}}}}}}}
h // C

1C

��

ηC

~~||||||||

T B

β   AAAAAAAA
Th // TC

γ
  BBBBBBBB

B
h

// C

T 2B T 2h //

µB

��








 Tβ
##GGGG T 2C

µC

��									 Tγ
##GGGG

T B
Th

//
β

				

��				

TC

γ

��								

T B Th //

β ##HHHHH TC
γ $$HHHHH

B
h

// C

in which all but the right-most face of each prism is known to commute. It follows that
γ ·ηC ·h = 1C ·h and γ ·µC ·T 2h = γ ·Tγ ·T 2h, and we conclude that the top faces commute
by canceling the epimorphisms h and T 2h. Thus (C, γ) is a T -algebra.

Finally, we show that h : (B, β) → (C, γ) is a coequalizer in CT . Given a cone
k : (B, β)→ (D, δ) so that k f = kg, there is a unique factorization

A
f //
g
// B h //

k ��??????? C

j∃!
���
�
�

D

using the universal property of the coequalizer in C. We need only check that j lifts to a
map of T -algebras, and again it suffices to verify that j ·γ = δ ·T j after precomposing with
the epimorphism Th. The result follows from an easy diagram chase, using the fact that h
and k are algebra maps:

j · γ · Th = j · h · β = k · β = δ · Tk = δ · T j · Th. �

Proof of Proposition 5.3.2. Example 5.3.6 shows that the fork (5.3.3) is part of a
UT -split coequalizer. In particular, α : T A → A is an absolute coequalizer of the pair
Tα, µA : T 2A ⇒ T A in C. The proof of Proposition 5.3.8 demonstrates that this coequal-
izer lifts to a coequalizer in CT . �

Exercises.
Exercise 5.3.1. The coequalizer of a parallel pair of morphisms f and g in the category
Ab is equally the cokernel of the map f − g. Explain how the canonical presentation of
an abelian group described in Proposition 5.3.2 defines a presentation of that group, in the
usual sense.

5.4. Recognizing categories of algebras

There are many versions of the monadicity theorem. For space reasons, we present
just one, due to Jon Beck.
Theorem 5.4.1 (monadicity theorem). Given an adjunction F a U inducing a monad T on
C, consider the canonical comparison functor:

D K //
U

��>>>>>>>>

a

CT

UT
~~~~~~~~~~
a

C
F

__>>>>>>>>

FT

>>~~~~~~~~
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The following are equivalent:

(i) K is an isomorphism of categories.
(ii) U strictly creates coequalizers of U-split pairs.

Proof. Proposition 5.3.8 proves the implication (i)⇒(ii), so we assume (ii) and use it
to construct an inverse isomorphism L : CT → D. We have UT K = U and KF = FT , so if
L is to be inverse to K, we must have UT = UL and F = LFT . Guided by these conditions,
we see how to define L on free algebras, namely

L(T A, µA) := FA.

Similarly, L must carry a free map T f : (T A, µA) → (T B, µB) between free algebras to the
map F f : FA → FB. By Exercise 4.2.4, the equations UT = UL and F = LFT imply that
L will also commute with the counits of the adjunctions F a U and FT a UT .

An isomorphism (or equivalence) of categories preserves all limits and colimits, by
Proposition 4.3.3 for example. In particular, L must carry the canonical coequalizer dia-
gram (5.3.3) to a coequalizer

(5.4.2) FUFA
Fα //
εFA
// FA //___ L(A, α),

which exists by hypothesis (ii). We take this to be the definition of L(A, α). The action of
L on a morphism f : (A, α)→ (B, β) is defined to be the unique map between coequalizers
induced by a commutative diagram of parallel pairs:

FUFA

FUF f

��

Fα //
εFA
// FA //

F f

��

L(A, α)

L f

���
�
�

FUFB
Fβ //
εFB
// FB // L(B, β)

Uniqueness of factorizations through colimit cones implies that this definition is functorial.
By construction F = LFT . The pair (5.4.2) is U-split, by Example 5.3.6, so the

hypothesis (ii) that U strictly creates coequalizers of U-split pairs tells us that UL(A, α) =

A; thus UL = UT . Now L is a morphism in the category AdjT and so we can use the fact
that the Eilenberg-Moore adjunction is terminal to see that KL = 1CT .

It remains only to prove that LK = 1D. Given D ∈ D, the object LKD is defined to be
the coequalizer of

FUFUD
FUεD //
εFUD
// FUD

The map ε : FUD → D defines a cone under this parallel pair so that when we apply U,
we have a split coequalizer diagram.

UFUFUD
UFUεD //
UεFUD

// UFUD
UεD //

ηUFUD

ee UD
ηUD

mm

This implies that ε : FUD→ D is the coequalizer of the pair, and so D = LKD as claimed.
�
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Exercises.
Exercise 5.4.1. Recall a monoid is a set M together with maps η : 1→ M and µ : M×M →
M so that certain diagrams commute in Set; see Definition 1.6.2. A monoid homomor-
phism is a function f : M → M′ so that the diagrams

1

η

��

η′

  BBBBBBBB M × M

µ

��

f× f // M′ × M′

µ′

��
M

f
// M′ M

f
// M′

commute in Set. Prove that the functor U : Monoid→ Set is monadic by appealing to the
monadicity theorem.
Exercise 5.4.2. For any group G, the forgetful functor SetG → Set admits a left adjoint
that sends a set X to the G-set G × X, with G acting on the left. Prove that this adjunction
is monadic by appealing to the monadicity theorem.
Exercise 5.4.3. Generalizing Exercise 5.4.2, for any small category J and any cocomplete
category C the forgetful functor CJ → Cob J admits a left adjoint Lan: Cob J → CJ that
sends a functor F ∈ Cob J to the functor LanF ∈ CJ defined by

LanF( j) =
∐
x∈J

∐
J(x, j)

Fx.

(i) Define LanF on morphisms in J.
(ii) Define Lan on morphisms in Cob J.

(iii) Use the Yoneda lemma to show that Lan is left adjoint to the forgetful (restric-
tion) functor CJ → Cob J.

(iv) Prove that this adjunction is monadic by appealing the monadicity theorem.
Exercise 5.4.4. Describe a more general class of functors K : I → J between small cate-
gories so that for any cocomplete C the restriction functor resK : CJ → CI strictly creates
colimits of resK-split parallel pairs. All such functors admit left adjoints and are thus
monadic. Challenge: describe the left adjoint.

5.5. Limits and colimits in categories of algebras

A category A is monadic over C if there is an adjunction

C
F //
⊥ A
U
oo

so that the right adjoint U creates coequalizers of U-split pairs or equivalently, by Theorem
5.4.1 if the canonical comparison functor from A to the category of algebras for the monad
UF on C is an equivalence. A functor U : A → C is monadic if it admits a right adjoint
and if it creates coequalizers of U-split pairs.
Examples 5.5.1. The following categories are monadic over Set via the free-forgetful ad-
junctions described in Example 4.1.10.

(i) Monoid, Group, Ab, Ring, and other variants, such as commutative rings or
monoids, or non-unital versions of the preceding.

(ii) ModR, Vectk, Affk, SetG.
(iii) Lattice or the categories of sup or meet semi-lattices.
(iv) Set∗.
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(v) kHaus, the category of compact Hausdorff spaces.
The categories listed in Examples 5.5.1.(i)-(iv) are categories of models of an alge-

braic theory. More generally, any category of models for an algebraic theory is monadic
over Set.
Examples 5.5.2. Other examples of monadic adjunctions include:

(i) The forgetful functor U : Ring → Ab is monadic. The induced monad on Ab is
the free monoid monad T A := ⊕n≥0A⊗n.

(ii) The forgetful functor U : ModR → Ab is monadic. The induced monad on Ab is
given by R ⊗Z − : Ab→ Ab.

(iii) If C has coproducts and J is small then Exercise 5.4.3 demonstrates that the
restriction functor CJ → Cob J, which carries a J-indexed diagram in C to the
ob J-indexed family of objects in its image, is monadic. The underlying set
functor SetG → Set of Examples 5.5.1.(ii) is a special case of this.

(iv) U : Cat → DirGraph is also monadic. The monad forms (the underlying graph
of) the free category on a directed graph, where identities and composites of all
finite directed paths are formally added. This functor factors through a forgetful
functor U : Cat → rDirGraph whose objects are reflexive directed graphs,
with specified “identity” endoarrows of each vertex, that is also monadic.

Our aim in this section is to present the common properties shared by categories A that
arise in this way.
Lemma 5.5.3. If U : A → C is monadic, then U is conservative: that is for any morphism
f : a→ a′ in A, if U f is an isomorphism in C, then f is an isomorphism in A.

Proof. A monadic functor U : A→ C is equivalent to the forgetful functor UT : CT →

C from the category of algebras for the induced monad on C, and so it suffices to demon-
strate that UT has this property. Recall that a morphism f : (A, α) → (A′, α′) in CT is a
map f : A→ A′ in C so that the left-hand diagram

T A

α

��

T f // T A′

α′

��

T A′
T f −1

//

α′

��

T A

α

��
A

f
// A′ A′

f −1
// A

commutes in C, whence the right-hand diagram also commutes whenever the inverse exists
in C. �

Lemma 5.5.3 answers the question motivated by Examples 1.1.6.
Corollary 5.5.4. Any bijective continuous function between compact Hausdorff spaces is
a homeomorphism.8

By contrast, the categories Top or Poset are not monadic over sets: there exists non-
invertible maps that act as the identity on underlying sets.
Corollary 5.5.5. Any bijective homomorphism between models of an algebraic theory is
an isomorphism.

8More generally any continuous bijection from a compact space to a Hausdorff one is a homeomorphism;
but compactness of the domain and surjectivity of the map imply that the codomain is also compact, while
Hausdorffness of the codomain and injectivity of the map imply that the domain is also Hausdorff.
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For instance, the inverse of a bijective homomorphism between groups is also a ho-
momorphism. This of course, is not difficult to prove. Corollary 5.5.5 eliminates the
redundancy of proving the same result over and over again in many similar contexts.

We now turn our focus to limits and colimits in a category of algebras.
Proposition 5.5.6. A monadic functor U : A→ C creates

(i) any limits that C has and
(ii) any colimits that C has and the monad and its square preserve.

Proof. We start with (i). Again it suffices to prove this result for the forgetful functor
UT : CT → C for a monad (see Exercise 3.3.3). Consider a diagram D : J→ CT , spanning
objects (D j, γ j) ∈ CT , so that the underlying diagram UT D : J → C admits a limit cone
µ : L ⇒ D j in C. We wish to lift the summit L and the legs of the limit cone to a limit
cone for the diagram D in CT . The fact that D is a diagram of algebras implies that the
algebra structure maps assemble into the components of a natural transformation γ : T D⇒
D : J → C to the underlying C-valued diagram D from the composite C-valued diagram
T D. Composing,

T L
Tµ
⇒ T D

γ
⇒ D

defines a cone with summit T L over D : J → C, which factors through the limit cone to
define a unique map λ : T L→ L in C so that the diagrams

T L

λ

��

Tµ j // T D j

γ j

��
L

µ j
// D j

commute for each j ∈ J. Appealing again to the universal property of the limit L in C, it’s
easy to verify that (L, λ) is a T -algebra; the point is that the required diagrams abut to L,
permitting the application of its universal property. Thus, µ lifts to a cone µ : (L, λ) ⇒ D
over the diagram D : J → CT . The verification that this is a limit cone proceeds similarly
and is left as an exercise.

A similar argument works for (ii) with the additional hypothesis that T and T 2 preserve
the colimit cone in C under consideration. If L ∈ C is the nadir of a colimit cone under a
diagram UT D : J → C then its algebra structure map λ : T L → L will be induced by the
universal property of the colimit cone under TUT D with nadir T L. �

Corollary 5.5.7. Any category, such as Ab, Group, Ring, ModR, that is monadic over Set
is complete. Moreover, limits in these categories are created from their underlying sets.

Proof. Theorem 3.2.2 proves that Set is complete. Proposition 5.5.6 demonstrates
that is monadic over Set is also complete. �

Example 5.5.8. For instance, the p-adic integers are defined to be the limit of an ωop-
indexed diagram of rings

Zp := limn Z/pn // · · · // Z/p3 // Z/p2 // Z/p

We can use the fact that U : Ring → Set preserves limits to describe the p-adic integers,
using our familiarity with the construction of limits in the category of sets: as a set we have

Zp = {(a1 ∈ Z/p, a2 ∈ Z/p2, a3 ∈ Z/p3, . . .) | an ≡ am mod pmin(n,m)}
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That is, a p-adic integer is a sequence of elements an ∈ Z/pn which are compatible modulo
congruence.

The underlying set functor also creates the limit cone, which tells us that the ring struc-
ture on this set of elements must be defined in such a way so that the projection functions
Zp → Z/pn are ring homomorphisms. This tells us that addition and multiplication of
elements is “componentwise.”

Proposition 5.5.6 shows that Field is not monadic over Set. The category of fields
does not admit products of any fields of different characteristic.
Corollary 5.5.9. Set is cocomplete.

Proof. The contravariant power-set functor P : Setop → Set is monadic, so the colimit
of a diagram is created from the limit of the corresponding diagram on powersets. �

Corollary 5.5.10. ModR → Ab creates all colimits that Ab admits.

Proof. The monad R ⊗Z − : Ab → Ab has a right adjoint HomZ(R,−), which carries
an abelian group A to the group of homomorphisms R→ A. The natural isomorphism

Hom(R ⊗Z A, A′) � Hom(A,HomZ(R, A′))

can be deduced from the defining universal property of the tensor product; both the left-
hand and right-hand sides correspond to bilinear maps R × A→ A′. �

In fact, these categories are all cocomplete. However, unless the induced monad
preserves colimits of a particular shape, they will not be created by the monadic forget-
ful functor U. To explore this type of setting, consider the monadic forgetful functor
U : Group → Set. We’ve seen that both Set and Group admit coproducts; in Set these
are simply disjoint unions, while in Group they are given by the free product. The free
product of groups G and H is the group G ∗ H of words in G and H modulo relations
defined using the group operations in each group. Note in particular that U : Group→ Set
does not preserve (and so in particular does not create) coproducts.

Let us now define the free product G ∗H more precisely. Our description will be given
entirely in terms of the free-forgetful adjunction

Group
U
//⊥ Set

Foo

In particular, it will be generalizable to any monadic adjunction.
A first approximation to the free product G ∗ H is given by F(UG

∐
UH), the free

group on the disjoint union of the underlying sets of G and H. Elements of this group
are words in the letters G and H but we have not yet imposed the relations generated by
words in G and words in H. Now words in G and words in H are elements of the set
UFUG

∐
UFUH defined to be the disjoint union of the underlying sets of the free groups

on the underlying sets of G and H. The free group on this set, F(UFUG
∐

UFUH) is
the group of words of words in the letters G and H so that each subword is exclusively
comprised of letters drawn from a single one of these groups. The desired relations, that
define G ∗ H as a quotient of F(UG

∐
UH), identify a word of words of this type with the

word obtained by evaluating each subword using the group structure of G or of H.
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To encode the desired relations, we define a natural pair of group homomorphisms.

F(UFUG
∐

UFUH)
F(UεG

∐
UεH ) //

Fκ ))TTTTTTTTTTTTTTT F(UG
∐

UH)

FUF(UG
∐

UH)

εF(UG
∐

UH)

66lllllllllllll

The fact that G and H are groups is encoded by a pair of homomorphisms εG : FUG → G
and εH : FUH → H that evaluate a word in the letters of G and formal inverses to the group
element that it represents. The top map sends an element in the group F(UFUG

∐
UFUH),

a word of words in which these subwords are exclusively in the group G or in the group H,
to a word in UG

∐
UH by evaluating each subword to the corresponding group element.

The bottom composite map first makes use of the natural map κ of Exercise 3.3.4, that
compares the coproduct of the image of two objects under a functor, in this case UF, with
the image of the coproduct under that functor. Here this has the effect of regarding a word
of words, with subwords exclusively in either G or H, as a word of words whose letters
might belong to either G or H, but happen in this case to belong to only one or the other.
The map εF(UG

∐
UH) then concatenates to produce a single word in letters of G and H.

From this point, we see that the coequalizer of these two group homomorphisms imposes
exactly the relations desired to define the free product:

F(UFUG
∐

UFUH)
F(UεG

∐
UεH ) //

Fκ ))TTTTTTTTTTTTTTT F(UG
∐

UH) // // G ∗ H

FUF(UG
∐

UH)

εF(UG
∐

UH)

66lllllllllllll

Theorem 5.5.11. Suppose C is cocomplete and U : A→ C is monadic. Then the following
are equivalent:

(i) A is cocomplete
(ii) A has coequalizers

Proof. The implication (i) ⇒ (ii) is trivial. For (ii) ⇒ (i) it suffices by Theorem
3.3.7 to prove that a category of algebras that has coequalizers also has coproducts. The
coproduct (A, α) of a family (Ai, αi) ∈ CT is defined to be the following coequalizer

T (
∐

i T (Ai), µ∐
i T (Ai))

T (
∐

i αi) //

Tκ ))TTTTTTTTTTTTTT
(T (

∐
i Ai), µ∐

i Ai )
q // // (A, α)

(T 2(
∐

i Ai), µT (
∐

i Ai))

µ∐
i Ai

55kkkkkkkkkkkkk

Note that the objects in the coequalizer diagram are all free algebras. Using the adjunction
FT a UT , it is straightforward to show that (A, α) has the desired universal property of the
coproduct of the objects (Ai, αi). �

Under certain conditions on C it is possible to prove that the category of algebras for
any monad on C has coequalizers and is therefore cocomplete.
Definition 5.5.12. A category C is regular when:
• every arrow has a kernel pair (see Example 3.4.5)
• every kernel pair has a coequalizer
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• the pullback of a regular epimorphism along any morphism exists and is again a reg-
ular epimorphism
A regular epimorphism is a morphism that appears as the coequalizer of some par-

allel pair of maps into its domain. Exercise 3.1.3 demonstrates that any such map is an
epimorphism.

Examples of regular categories include Set, SetJ, and many other categories, as we
shall soon discover.
Theorem 5.5.13. Suppose C is a locally small complete and cocomplete regular category
in which every regular epimorphism has a section.9 Then for every monad on C its category
of algebras is complete, cocomplete, and regular.

The axioms of a regular category imply that any morphism may be factored (uniquely
up to isomorphism) as a regular epimorphism followed by a monomorphism. The inter-
mediate object in this factorization is called the image of the map, and the factorization is
called the image factorization. Rather than prove this, the reader may wish to interpret
the following proof in the familiar case of C = Set.

Proof. By Theorem 5.5.13, to show that CT is cocomplete, it suffices to construct the
coequalizer of a pair of maps f , g : (A, α) ⇒ (B, β). Consider all morphisms h : (B, β) →
(C, γ) in CT so that h f = hg and h : B → C is a regular epimorphism in C. This can
be thought of as the set of “quotients” of (B, β) on which the maps f and g agree. By
hypothesis, any regular epimorphism h in C has a section s. It’s easy to see that any
epimorphism h with a section s is then the coequalizer of the idempotent sh and the identity.
This allows us to conclude that the set of “quotients” of (B, β) is really only a set: the
object B has at most a set’s worth of idempotents. It also follows that Th is again a regular
epimorphism, for the same reasoning shows that Th is the coequalizer of T s · Th and the
identity.

In the regular category C, we may construct the image factorization of the canonical
map q : B→

∏
h C

B
p // // I // i // ∏

h C.

We will show that I admits the structure of a T -algebra so that p and i are T -algebra
maps, and furthermore that p exhibits this T -algebra as the coequalizer of f and g. Be-
cause UT : CT → C creates products, we can lift q to a map of T -coalgebras q : (B, β) →
(
∏

h C, γ′) :=
∏

h(C, γ). This gives the following commutative diagram in C:

(5.5.14) T B

β

��

T p // // T I
Ti

,,
r
// // J //

j
// T (

∏
h C)

γ′

��
B p

// // I //
i

// ∏
h C

As p is a regular epimorphism in C, T p is as well. We obtain a second regular epimorphism
r from the image factorization of Ti. In a regular category, whenever we are presented with
a commutative square

•

e
����

// •
��
m

��
• //

∃!

??�
�

�
�

•

9In Set, this follows from the axiom of choice.
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whose left-hand side is a regular epimorphism and whose right-hand side is a monomor-
phism, there exists a unique diagonal morphism, as displayed, that makes both diagrams
commute. Applying this “lifting property” to (5.5.14), we obtain a morphism k : J → I
that commutes with the rest of the diagram. Defining ι := kr, we have a candidate algebra
structure morphism for I with the property that p : (B, β) → (I, ι) and j : (I, ι) →

∏
h(C, γ)

are both maps of algebras.
To prove that ι is an algebra structure map, note that

ι · ηI · p = ι · T p · ηB = p · β · ηB = p,

which implies that ι · ηI = 1I after canceling the regular epimorphism p. The proof that
ι · T ι = ι · µI follows similarly from the corresponding property for (B, β) upon canceling
the regular epimorphism T 2 p. Now we know that p : (B, β)→ (I, ι) is a map of T -algebras
as claimed. It remains only to show that it is the coequalizer of f and g.

First note that ip f = q f = qg = ipg implies p f = pg upon canceling the monomor-
phism i. Next suppose k : (B, β)→ (D, δ) is a map of T -algebras so that k f = kg. Consider
the image factorization

B k //

h �� ��??????? D

C
?? m

??�������

of the underlying map h. The argument just give shows more generally that C lifts to a
T -algebra (C, γ) so that h and m are algebra maps. As h is a regular epimorphism, we have
a factorization h = πh · i · p in CT , which shows that the map k factors through the map i.
This factorization is unique because p is an epimorphism in C and thus also in CT .

We defer to [Bor94, 4.3.5] for the proof that CT is again a regular category. �

Exercises.
Exercise 5.5.1. Show that the inclusion of any reflective subcategory is monadic and con-
clude that the reflective subcategory inherits any limits contained in the larger category,
completing the unfinished business of Proposition 4.4.11.





CHAPTER 6

All Concepts are Kan Extensions

The notion of Kan extensions subsumes all the
other fundamental concepts of category theory.

Saunders Mac Lane, “Categories for the Working
Mathematician”

Extension problems are pervasive in mathematics. For instance, a fixed positive real
number, such as 2, has well-defined natural number powers, defined to be repeated prod-
ucts. The resulting function 2− : N → R>0 can be extended to a homomorphism from the
additive group of integers to the multiplicative group of non-negative reals by declaring
2−n := ( 1

2 )n for n ∈ N. The resulting function 2− : Z → R>0 can be extended further to an
additive homomorphism defined on the rationals by declaring 2

1
n := n√2 for n ∈ N. Finally,

2− : Q → R>0 can be extended to a function on the reals, though this final extension is not
given by some explicitly described arithmetic formula, but rather by taking advantage of
the fact that R>0 has limits of all bounded increasing sequences.

The construction of 2− : R→ R>0 as an order-preserving function extending 2− : Q→
R>0 is a special case of a general solution to a categorically-defined extension problem.
Given a pair of functors K : C → D, F : C → E, it may or may not be possible to extend
F along K. Obstructions can take several forms: two arrows in C with distinct images
in E might be identified in D, or two objects might have empty hom-sets in C and E but
not in D. In general, it is more reasonable to ask for a best approximation to an extension
taking the form of a universal natural transformation pointing either from or to F. The
resulting categorical notion, quite simple to define, is surprisingly ubiquitous throughout
mathematics, as we shall soon discover.

6.1. Kan extensions

Definition 6.1.1. Given functors F : C→ E, K : C→ D, a left Kan extension of F along
K is a functor LanK F : D → E together with a natural transformation η : F ⇒ LanK F · K
such that for any other such pair (G : D → E, γ : F ⇒ GK), γ factors uniquely through η
as illustrated.1

C F //

K ��???????
⇓η

E

D
LanK F

??�
�

�
�

C F //

K ��???????
⇓γ

E

=

C F //

K ��???????
⇓η

∃!u

E

D
G

??��������
D

LanK F
77

G

MM

Dually, a right Kan extension of F along K is a functor RanK F : D → E together with a
natural transformation ε : RanK F · K ⇒ F such that for any (G : D → E, δ : GK ⇒ F), δ

1Writing α for the natural transformation LanK F ⇒ G, the right-hand pasting diagrams express the equal-

ity γ = αK · η, i.e., that γ factors as F
η +3 LanK F · K αK +3 GK .
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factors uniquely through ε as illustrated.

C F //

K ��???????
⇑ε

E

D
RanK F

??�
�

�
�

C F //

K ��???????
⇑δ

E

=

C F //

K ��???????
⇑ε

∃!v

E

D
G

??��������
D

RanK F
77

G

MM

The intuition is clearest when the functor K : C → D of Definition 6.1.1 embedds C
as a full subcategory of D; assuming certain (co)limits exist, when K is fully faithful, the
left and right Kan extensions do in fact extend the functor F along K; see 6.2.3. However,
extensions of a functor do not necessarily provide Kan extensions; see Exercise 6.1.1.
Example 6.1.2. The Yoneda lemma says that for any a ∈ A, the representable functor
A(a,−) is a left Kan extension of the terminal object 1→ Set along a : 1→ A.

Derived functors in homological algebra or algebraic topology are defined using Kan
extensions.
Example 6.1.3. In good situations, the composite of a functor F : C → D between cate-
gories equipped with a subcategory of “weak equivalences” and the localization functor
D→ HoD, that formally inverts the specified class of weak equivalences, admits a right or
left Kan extension along the localization functor C → HoC, called the total left derived
functor or total right derived functor, respectively.

We can reexpress the universal property that defines Kan extensions as a representation
for an appropriate Set-valued functor. A left Kan extension of F : C→ E along K : C→ D
is a representation for the functor

EC(F,− ◦ K) : ED → Set

that sends a functor D → E to the set of natural transformations from F to its restriction
along K. By the Yoneda lemma, any pair (G, γ) as in Definition 6.1.1 defines a natural
transformation

ED(G,−)
γ +3 EC(F,− ◦ K).

The universal property of the pair (LanK F, η) is equivalent to the assertion that the corre-
sponding map

ED(LanK F,−)
η +3 EC(F,− ◦ K)

is a natural isomorphism, i.e., that (LanK F, η) represents this functor.
Extending this discussion it follows that if, for fixed K, the left and right Kan exten-

sions of any functor C → E exist, then these define left and right adjoints to the precom-
position functor K∗ : ED → EC.
(6.1.4)

ED(LanK F,G) � EC(F,GK) EC

LanK

��

RanK

DD
⊥

⊥

EDK∗oo EC(GK, F) � ED(G,RanK F)

The 2-cells η are the components of the unit for LanK a K∗ and the 2-cells ε are the
components of the counit for K∗ a RanK . The universal properties of Definition 6.1.1 are
precisely those required to define the value at a particular object F ∈ EC of a left and right
adjoint to a specified functor, in this case K∗.
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Conversely, by uniqueness of adjoints, the objects in the image of any left or right
adjoint to a precomposition functor are Kan extensions. This observation leads to several
immediate examples.
Example 6.1.5. A small category with a single object and only invertible arrows is pre-
cisely a (discrete) group. The objects of the functor category VectGk are G-representations
over a fixed field k; arrows are G-equivariant linear maps. If H is a subgroup of G, restric-
tion VectGk → VectHk of a G-representation to an H-representation is simply precomposition
by the inclusion functor i : H ↪→ G. This functor has a left adjoint, induction, which is left
Kan extension along i. The right adjoint, coinduction, is right Kan extension along i.

(6.1.6) VectGk res // VectHk

coinG
H

``

indG
H

~~

⊥

⊥

The reader unfamiliar with the construction of induced representations need not remain in
suspense for very long; see Theorem 6.2.1 and Example 6.2.5. Similar remarks apply for
G-sets, G-spaces, based G-spaces, or indeed G-objects in any category—although in the
general case these adjoints might not exist.
Remark 6.1.7. This example can be enriched: extension of scalars, taking an R-module M
to the S -module M⊗R S , is the Ab-enriched left Kan extension along an Ab-functor R→ S
between one-object Ab-categories, more commonly called a ring homomorphism.
Example 6.1.8. Let � be the category of finite non-empty ordinals and order preserving
maps. Presheaves on �, i.e., contravariant Set-valued functors, are called simplicial sets.
� is also called the simplex category. The ordinal n + 1 = {0, 1, . . . , n} is associated with
the topological n-simplex and, with this interpretation in mind, is typically denoted by
“[n].”

Write �≤n for the full subcategory spanned by the first n+1-ordinals. Restriction along
the inclusion functor in : �≤n ↪→ � is called n-truncation. This functor has both left and
right Kan extensions:

Set�
op

i∗n // Set�
op
≤n

Ranin

^^

Lanin

}}

⊥

⊥

The composite comonad on Set�
op

is skn, the functor that maps a simplicial set to its n-
skeleton. The composite monad on Set�

op
is coskn, the functor that maps a simplicial set

to its n-coskeleton. Furthermore, skn is left adjoint to coskn, as is the case for any comonad
and monad arising in this way.
Example 6.1.9. The category � is a full subcategory containing all but the initial object of
the category �+ of finite ordinals and order preserving maps. Presheaves on �+ are called
augmented simplicial sets. Left Kan extension defines a left adjoint to restriction

Set�
op
+ res //

⊥

⊥

Set�
op

π0

||

triv

^^
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that augments a simplicial set X with its set π0X of path components. Right Kan extension
assigns a simplicial set the trivial augmentation built from the one-point set.

Exercises.
Exercise 6.1.1. Construct a toy example to illustrate that if F factors through K along
some functor H, it is not necessarily the case that (H, 1F) is the left Kan extension of F
along K.

6.2. A formula for Kan extensions

Importantly, if the target category E has certain limits and colimits, then right and
left Kan extensions for any pair of functors exist and furthermore can be computed by a
particular (co)limit formula. In the case of left Kan extensions we are seeking to define a
functor LanK F : D → E that is the “closest approximation to an extension of F along K
from the left,” i.e., up to a natural transformation η

C F //

K ��???????
⇓η

E

D
LanK F

??�
�

�
�

C F //

K ��???????
⇓γ

E

=

C F //

K ��???????
⇓η

∃!u

E

D
G

??��������
D

LanK F
77

G

MM

which is universal among natural transformations γ : F ⇒ GK. So, to define the value of
LanK F(d) at an object d ∈ D, we should consider all possible approximations to d that
come from the category C. This leads us to consider the comma category K ↓ d whose
objects are morphisms Kc→ d from the image of a specified c ∈ C and whose morphisms
are morphisms c → c′ in C that give rise to commutative triangles in D. Recall that K ↓ d
is the category of elements of the functor D(K−, d) : Cop → Set, and as such comes with a
canonical projection functor Πd

K : K ↓d → C. The approximation to the value of LanK F(d)

associated to an object of K ↓ d is given by the composite K ↓ d
Πd

K
−−→ C

F
−→ E of the

projection functor with F.
Theorem 6.2.1. Given functors F : C → E and K : C → D with C small and D locally
small, if for every d ∈ D the colimit

(6.2.2) LanK F(d) = colim(K ↓d
Πd

K
−−→ C

F
−→ E)

exists then they define the left Kan extension LanK F : D → E and the unit transformation
η : F ⇒ LanK F · K can be extracted from the colimit cone. Dually, if for every d ∈ D the
limit

RanK F(d) = lim(d↓K
ΠK

d
−−→ C

F
−→ E)

exists then they define the right Kan extension RanK F : D→ E and the counit transforma-
tion ε : RanK F · K ⇒ F can be extracted from the limit cone.

Proof. For now, see [ML98a, X.4.1-2]. �

When E has sufficient limits or colimits so that Theorem 6.2.1 applies, if K is fully
faithful then the Kan extension indeed defines an extension along K.
Corollary 6.2.3. If E is complete and K is fully faithful, then the counit defines a natural
isomorphism RanK F · K � F. Dually, if E is cocomplete and K is fully faithful, then the
unit defines a natural isomorphism F � LanK F · F.
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Proof. Consider the comma category K ↓Kc for some c ∈ C. If K is fully faithful, then
this is isomorphic to C↓c and this isomorphism commutes with the projection functors to
C. We have

LanK F(Kc) := colim(C↓c
Π
−→ C

F
−→ E,

but in this case the indexing category C ↓ c has a terminal object 1c. Therefore, by Ex-
ercise 3.1.6, the colimit can be computed by evaluating at the terminal object, and so
LanK F(Kc) � Fc. �

Example 6.2.4. Consider the partial order Q of the rationals and R>0 of the non-negative
reals. We have a functor 2− : Q → R>0 defined as in the introduction to this chapter. We
can extend its target to R̄≥0 := R≥0 ∪ {∞}, which is a complete and cocomplete poset. Now
Theorem 6.2.1 tells us how to define the left Kan extension along Q ↪→ R. The value of
Lan2x is the supremum (the colimit) of all 2q with q ∈ Q and q ≤ x. This is the usual
definition of 2x, so we conclude that the exponential function 2− : R→ R>0 is the left Kan
extension of 2− : Q→ R>0 along the inclusion Q ↪→ R.

In this case, the exponential function 2− : R → R>0 is also the right Kan extension of
2− : Q → R>0 along the inclusion Q ↪→ R; this is because 2x is also the infimum of 2q for
all q ∈ Q with x ≤ q. It won’t commonly be the case that left and right Kan extensions
agree.
Example 6.2.5. Let us return to Example 6.1.5. In the category Vectk, finite products
and finite coproducts coincide: these are just direct sums of vector spaces. If V is an H-
representation and H is a finite index subgroup of G, then the end and coend formulas of
Theorem 6.2.1 and its dual both produce the direct sum of copies of V indexed by left
cosets of H in G. Thus, for finite index subgroups, the left and right adjoints of (6.1.6)
are the same; i.e., induction from a finite index subgroup is both left and right adjoint to
restriction.
Example 6.2.6. We can use Theorem 6.2.1 to understand the functors skn and coskn of
Example 6.1.8. If m > n and k ≤ n, each map in �op([k], [m]) = �([m], [k]) factors
uniquely as a non-identity epimorphism followed by a monomorphism.2 It follows that
every simplex in sknX above dimension m is degenerate; indeed sknX is obtained from the
n-truncation of X by freely adding back the necessary degenerate simplices.

Now we use the adjunction skn a coskn to build some intuition for the n-coskeleton.
Suppose X � cosknX. By adjunction an (n + 1)-simplex corresponds to a map skn∆n+1 =

∂∆n+1 → X. In words, each (n + 1)-sphere in an n-coskeletal simplicial set has a unique
filler. Indeed, any m-sphere in an n-coskeletal simplicial set, with m > n, has a unique filler.
More precisely, an m-simplex is uniquely determined by the data of its faces of dimension
n and below.

For any small category J, we can form a new category J., the cone on J, via the
following colimit diagram in Cat:

J

1J×1
��

! //

p

1

��
J × 2 // J.

This is reminiscent of how cones are constructed on topological spaces, with the category
2 = 0→ 1 playing the role of the interval. The category J. has one new object, a formally

2This is the content of the Eilenberg-Zilber lemma [GZ67, II.3.1, pp. 26-27].
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adjoined terminal object t that serves as the nadir of a new cone under the inclusion J ↪→ J..
There are no additional new objects or morphisms.

The informal intuition that a colimit of a diagram should be the “closest” extension of
the diagram to a cone under it is formalized by the following result.
Proposition 6.2.7. A category C admits all colimits of diagrams indexed by a small cate-
gory J if and only if the restriction functor CJ. → CJ admits a left adjoint, defined by left
Kan extension:

CJ.

res
//⊥ CJ

colimoo

Proof. By construction, there is a fully faithful inclusion J ↪→ J.. Consider a diagram
F : J → C. For j ∈ J ⊂ J., the colimit (6.2.2) defining the left Kan always exists: it is
simply F j. For the cone point t ∈ J., the comma category J ↓ t is isomorphic to J, by

construction. So if colim(J
F
−→ C) exists, then Theorem 6.2.1 tells us that these values

define the left Kan extension functor, which we call colim: CJ → CJ. in this context. �

Exercises.
Exercise 6.2.1. Proposition 6.2.7 expresses a stronger universal property of the colimit
cone than is usual stated. What is it?
Exercise 6.2.2. Directed graphs are functors from the category with two objects E,V and
a pair of maps s, t : E ⇒ V to Set. A natural transformation between two such functors is
a graph morphism. The forgetful functor DirGraph → Set that maps a graph to its set of
vertices is given by restricting along the functor from the terminal category 1 that picks out
the object V . Use Theorem 6.2.1 to compute left and right adjoints to this forgetful functor.

6.3. Pointwise Kan extensions

A functor L : E → F preserves (LanK F, η) if the whiskered composite (LLanK F, Lη)
is the left Kan extension of LF along K.

C F //

K ��???????
⇓η

E L // F

�

C LF //

K ��???????
⇓η′

F

D
LanK F

??��������
D

LanK LF

??�������

Example 6.3.1. The forgetful functor U : Top → Set has both left and right adjoints, and
hence preserves both limits and colimits. It follows from Theorem 6.2.1 and that U pre-
serves the left and right Kan extensions of Example 6.1.5.
Example 6.3.2. The forgetful functor U : Vectk → Set preserves limits but not colimits
because the underlying set of a direct sum is not simply the coproduct of the underlying
sets of vectors. Hence, it follows from 6.2.1 and 6.1.5 that the underlying set of a G-
representation induced from an H-representation is not equal to the G-set induced from the
underlying H-set.

Even when we cannot appeal to the formula presented in 6.2.1:
Lemma 6.3.3. Left adjoints preserve left Kan extensions.

Proof. Suppose given a left Kan extension (LanK F, η) with codomain E and suppose
further that L : E→ F has a right adjoint R with unit ι and counit ν. Then given H : D→ F
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there are natural isomorphisms

FD(LLanK F,H) � ED(LanK F,RH) � EC(F,RHK) � FC(LF,HK).

Taking H = LLanK F, these isomorphisms act on the identity natural transformation as
follows:

1LLanK F 7→ ιLanK F 7→ ιLanK F·K · η 7→ νLLanK F·K · LιLanK F·K · Lη = Lη.

Hence (LLanK F, Lη) is a left Kan extension of LF along K. �

Unusually for a mathematical object defined by a universal property, generic Kan ex-
tensions are rather poorly behaved. This is particularly visible in the context of total de-
rived functors, as introduced in Example 6.1.3. The defining universal property of a total
left derived functor as a right Kan extension is insufficient to prove, for instance, that the
composite of two total left derived functors is the total left derived functor of the compos-
ite. The defining universal property is also insufficient to prove that the total left derived
functor of a left adjoint is left adjoint to the total right derived functor of its right adjoint.3

If these examples are unfamiliar or unconvincing, we can also rely on expert opin-
ion. For instance, Max Kelly reserves the name “Kan extension” for pairs satisfying the
condition we will presently introduce, calling those of our Definition 6.1.1 “weak” and
writing “Our present choice of nomenclature is based on our failure to find a single in-
stance where a weak Kan extension plays any mathematical role whatsoever” [Kel82, §4].
By the categorical community’s consensus, the important Kan extensions are pointwise
Kan extensions.
Definition 6.3.4. When E is locally small, a right Kan extension is a pointwise right Kan
extension4 if it is preserved by all representable functors E(e,−).

Because covariant representables preserve all limits, it is clear that if a right Kan exten-
sion is given by the formula of Theorem 6.2.1, then that Kan extension is pointwise; dually,
left Kan extensions computed in this way are pointwise. The surprise is that the converse
also holds. This characterization justifies the terminology: a pointwise Kan extension can
be computed pointwise as a limit in E.
Theorem 6.3.5. A right Kan extension of F along K is pointwise if and only if it can be
computed by

RanK F(d) = lim
(
d/K

ΠK
d
−→ C

F
−→ E

)
in which case, in particular, this limit exists.

Proof. If RanK F is pointwise, then by the Yoneda lemma and the defining universal
property of right Kan extensions

E(e,RanK F(d)) � SetD(D(d,−),E(e,RanK F)) � SetC(D(d,K−),E(e, F−))

� Cone(E, FΠK
d ),

where the final natural isomorphism is the content of Lemma 6.3.6, whose elementary
proof is left to the reader. Hence, this bijection exhibits RanK F(d) as the limit of FU. �

3For the derived functors one meets in practice, these properties do in fact hold, but for a more sophisticated
reason. See [Rie14, §§2.1-2.2] for a complete discussion.

4A functor K : C → D is equally a functor K : Cop → Dop but the process of replacing each category by its
opposite reverses the direction of any natural transformations; succinctly, “op” is a 2-functor (−)op : Catco → Cat.
A left Kan extension is pointwise, as we are in the process of defining, if the corresponding right Kan extension
in the image of this 2-functor is pointwise.
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Lemma 6.3.6. Given functors F : C → E and K : C → D and an object d ∈ D, from which
we define ΠK

d : d↓K → C, there is a natural bijection

Cone(e, FΠK
d ) � SetC(D(d,K−),E(e, F−)).

Most commonly, pointwise Kan extensions are found whenever the codomain category
is cocomplete (for left Kan extensions) or complete (for right), but this is not the only case.
Surprisingly, the most common construction of the total derived functors defined in 6.1.3
produces pointwise Kan extensions, even though homotopy categories have notoriously
few limits and colimits [Rie14, 2.2.13].

Exercises.
Exercise 6.3.1. Prove Lemma 6.3.6.

6.4. All concepts

In this section we see that trivial special cases of Kan extensions can be used to define
the other basic categorical concepts. This justifies Saunders Mac Lane’s famous asser-
tion that “The notion of Kan extensions subsumes all the other fundamental concepts of
category theory” [ML98a, §X.7].
Proposition 6.4.1. The Kan extension of F : C → E along the unique functor ! : C → 1
defines the colimit of F in E, each existing if and only if the other does.

Proof. A functor G : 1 → E picks out an object of E; precomposing with ! : C → 1
yields the constant functor C → E at this object. Hence, the universal property (6.1.4)
specifies that Lan!F represents the set of natural transformations from F : C → E to a
constant functor, i.e., that Lan!F represents cones under F, i.e., that Lan!F is the colimit of
F. �

Dually Ran!F is the limit.
Proposition 6.4.2. If F : C � D : G is an adjunction with unit η : 1 ⇒ GF and counit
ε : FG ⇒ 1, then (G, η) is a left Kan extension of the identity functor at C along F and
(F, ε) is a right Kan extension of the identity functor at D along G. Conversely, if (G, η)
is a left Kan extension of the identity along F and if F preserves this Kan extension, then
F a G with unit η.

Proof. Left as an exercise for the reader. The author finds a “pasting diagram” style
proof, which combines the defining universal property of Definition 6.1.1 with the pasting
diagram encoding of the triangle identities of an adjunction:

C

F ��?????
⇓η

C
F

""FFFFFF

⇓ε =

C
F��F ��

1F
=

C
F

??

��??⇓ε
⇓η

C
=

C

D
G��

??��

D D D

u
??�����

D
G

<<xxxxxx
D

G
CC

G
[[

=
1G

to be simpler than proving this result through a sequence of diagram chases. �

From the defining universal property, the right Kan extension of a functor F along
the identity is (isomorphic to) F. It follows immediately from Definition 6.3.4 that this
Kan extension is also pointwise, so by Theorem 6.3.5 we can apply the limit formula to
conclude that

Fc � lim(c↓C
Π
−→ C

F
−→ E),
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in any category E. When E has products and equalizers, we can reexpress this limit formula
by saying that there is an equalizer diagram

Fc // ∏
c→x

Fx ////
∏

c→x→y
Fy

This formula is often considered to be a generalization of the Yoneda lemma.
We can recover the classical Yoneda lemma by restricting to the case of functors

F : C→ Set. By the defining universal property of the limit, we have

Set(∗, Fc) � Cone(∗, FΠ) � SetC(C(c,−),Set(∗, F−)) � SetC(C(c,−), F),

where the second isomorphism is a special case of Lemma 6.3.6. This is the Yoneda
lemma.

Dually, any F : C→ E is a pointwise left Kan extension of itself along 1C. The colimit
formula of Theorem 6.3.5 applies: in any category, we have

Fc � colim(C↓c
Π
−→ C

F
−→ E,

which is appropriately called the coYoneda lemma. When E has coproducts and coequal-
izers, this colimit can be expressed via the following coequalizer diagram.∐

y→x→c
Fy // //

∐
x→c

Fx // Fc.

Again, we can conclude something special in the case of a functor F : C → Set. For
sets S and T , we have

∐
S T � S × T �

∐
T S , so this coequalizer is isomorphic to the

coequalizer ∐
Fy×C(y,x)

C(x, c) // //
∐
Fx

C(x, c) // Fc.

where the indexing sets have been swapped. Letting c vary, we conclude that F is canon-
ically a colimit of representable functors, a fact that is frequently called the density the-
orem. Reversing Theorem 3.3.7, the indexing category for this diagram of representables
is one whose objects are elements of the set Fx for some x ∈ C and whose morphisms
are maps y → x in C that send the chosen element of Fy to the corresponding element of
Fx. Thus, the density theorem expresses F as a colimit of a diagram of representable of
functors that is indexed by its category of elements.

Finally, we turn to monads. We have seen that a right adjoint functor G : D → C
induces a monad on C. More generally, assuming C has sufficient limits, any functor
G : D → C induces a monad on C. If G has a left adjoint F it is the monad GF but this
construction is more general.
Definition 6.4.3. The codensity monad of G : D→ C is given by the right Kan extension
of T along itself, whenever this exists.5

D G //

G ��????????
⇑ε

C

C
RanGG=:T

??�
�

�
�

5In particular, “sufficient limits” in C means those necessary to define RanGG as a pointwise right Kan
extension.
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The unit and multiplication natural transformations are defined using the universal property
of ε : TG ⇒ G as follows

D G //

G ��????????
⇑1G

C

=

D G //

G ��????????
⇑ε

∃!vη

C

C
1C

??��������
C

T
77

1C

PP

D G //

G

""G ��????????
⇑ε

C

=

D G //

G ��????????
⇑ε

∃!vµ

C

C

⇑ε

T
// C

T

??��������
C

T
33

T
// C

T

??��������

Example 6.4.4. Consider the inclusion Ring ↪→ Field. We have argued that it has no left
(or right) adjoint, but it does have a density monad T defined by

T A =
∏

p∈Spec(A)

Frac(A/p)

where Spec(A) is the set of prime ideals p ⊂ A and Frac(A/p) is the field of fractions of
the quotient ring A/p, which is an integral domain because p is prime. The details for this
example and considerably more can be found in [Lei13].

Exercises.
Exercise 6.4.1. Prove Proposition 6.4.2. As a hint, note an adjunction F a G induces an
adjunction

EC
G∗ //
⊥ ED

F∗
oo

i.e., for any H : C→ E, K : D→ E, ED(HG,K) � EC(H,KF).
Exercise 6.4.2. Use Theorem 6.2.1, the Yoneda lemma, and the coYoneda lemma to de-
duce another form of the density theorem: that the left Kan extension of the Yoneda em-
bedding C → SetC

op
along itself is the identity functor. This says that the representable

functors form a dense subcategory of the presheaf category SetC
op

.
Exercise 6.4.3. If F a G show that the codensity monad RanGG of G exists an is equal to
the monad induced by the adjunction F a G.



Epilogue: Theorems in category theory

The author is told with distressing regularity that “there are no theorems in category
theory”—which typically means that the speaker does not know any theorems in category
theory. What follows is a modest collection of counterexamples to this claim. Of course
this list is by no means exhaustive. Sadly, the majority of the theorems that are personal
favorites of the author were excluded because their significance is more difficult to explain.

E.1. Theorems in basic category theory

Significant theorems in basic category theory include, first and foremost, the Yoneda
lemma:
Theorem (2.2.3). For any functor F : C → Set, whose domain C is locally small, there is
a bijection

Hom(C(c,−), F) � Fc

that identifies a natural transformation α : C(c,−) ⇒ F with the element αc(1c) ∈ Fc.
Moreover this correspondence is natural in both c and F.

A Set-valued functor is representable just when it is naturally isomorphic to a repre-
sented functor, covariant or contravariant as the case dictates. The idea that representable
functors encode universal properties of their representing objects is made precise by the
following result:
Theorem (2.4.4). A functor F : C → Set is representable if and only if its category of
elements has an initial object. A functor F : Cop → Set is representable if and only if its
category of elements has a terminal object.

To calculate particular limits and colimits, it is very useful to know that they can be
built out of simpler limit and colimit constructions, when these exist.
Theorem (3.3.7). A locally small category C with coproducts and coequalizers has colimits
of any shape. Dually a category with products and equalizers has all small limits.

Fix a cardinal κ. Recall a category is κ-small if its set of morphisms is smaller than κ.
Theorem (3.7.2). Any κ-small category that admits all limits or all colimits of diagrams in-
dexed by κ-small categories is equivalent to a poset. In particular, the only small categories
that are complete or cocomplete are posets, up to equivalence.

The following theorem is quite easy to prove, but this does not diminish its signifi-
cance.
Theorem (4.4.2, 4.4.3). Right adjoints preserve limits, and left adjoints preserve colimits.

This result gives a necessary condition for a functor to admit a left or right adjoint.
The adjoint functor theorems supply additional conditions that are sufficient for an adjoint
to exist.

141
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Theorem (4.5.3, 4.5.8). Let U : A→ S be a continuous functor whose domain is complete
and whose domain and codomain are locally small. If either

(i) U satisfies the solution set condition: for every s ∈ S there exists a set of
morphisms fi : s→ Uai so that any f : s→ Ua factors through some fi along a
morphism ai → a in A, or

(ii) A has a small cogenerating set and every collection of subobjects of a fixed
object in A admits an intersection,

then U admits a left adjoint.

The following theorem collects together several properties of monadic functors.
Theorem (5.4.1, 5.5.6, 5.5.13). If U : A→ S admits a left adjoint and creates coequalizers
of U-split pairs then:

(i) A morphism f in A is an isomorphism if and only if U f is an isomorphism in S.
(ii) U creates all limits that exist in S.

(iii) U creates all colimits that exist in S and are preserved by the monad on S that
is induced from the adjunction.

(iv) If S is locally small, complete and cocomplete, and regular, then A admits all
colimits.

The proofs of the adjoint functor theorems also lead to proofs of related representabil-
ity criteria.
Theorem (4.5.12,4.5.13). If F : C→ Set preserves limits and C is locally small and com-
plete, then if either

(i) C has a small cogenerating set and has the property that every collection of
subobjects of a fixed object has an intersection, or if

(ii) F satisfies the solution set condition: there exists a set S of objects of C so that
for any c ∈ C and any element x ∈ Fc there exists an s ∈ S , an element y ∈ Fs,
and a morphism f : s→ c so that F f (y) = x.

then F is representable.

The following theorem establishes the existence of and provides a formula for adjoints
to restriction functors, given by pointwise Kan extension.
Theorem (6.2.1). Consider a functor K : C → D where C is small and D is locally small.
Whenever E is cocomplete, then the restriction functor along K admits a left adjoint, de-
fined by a particular colimit formula, and whenever E is complete, then the restriction
functor along K admits a right adjoint, defined by a dual limit formula.

EC

LanK

��

RanK

BB
⊥

⊥

EDresKoo

Other candidates for inclusion on this list include theorems, such as 4.2.4 or 6.3.5, that
prove that two a priori distinct categorical definitions are equivalent.

E.2. Coherence for monoidal categories

There are a number of coherence theorems in the categorical literature, the first and
perhaps most famous being the following theorem of Mac Lane [ML63].
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The data of a symmetric monoidal category (V,⊗, ∗) consists of a category V, a
bifunctor − ⊗ − : V ⊗ V → V called the monoidal product, and a unit object ∗ ∈ V
together with specified natural isomorphisms

(E.2.1) v ⊗ w �
γ

w ⊗ v u ⊗ (v ⊗ w) �
α

(u ⊗ v) ⊗ w ∗ ⊗ v �
λ

v �
ρ

v ⊗ ∗

expressing symmetry, associativity, and unit conditions on the monoidal product. A mon-
oidal category is defined analogously, except that the first symmetry natural isomorphism
is omitted.

Examples include all categories with finite products, such as (Set,×, ∗), (Top,×, ∗), or
(Cat,×,1), where the monoidal unit in each case is the terminal object. The category of
modules over a ring admits a number of monoidal structures: (ModR,×, ∗), (ModR,⊗Z,Z),
and (ModR,⊗R,R), the last only in the case where R is commutative. The category of un-
bounded chain complexes of R-modules, with R commutative, is also a monoidal category
(ChR,⊗R,R), where “⊗R” denotes the usual graded tensor product of chain complexes and
R is the chain complex with the R-module R in degree zero and zeros elsewhere. In this
case, the symmetry natural isomorphism ⊗R, extending this bifunctor on ModR, can be
defined in multiple ways depending on whether or not a sign is introduced in odd degrees.

The natural isomorphisms (E.2.1) defining a symmetric monoidal category are re-
quired to satisfy the following coherence diagrams, which we express in terms of compo-
nents at objects u, v,w, x ∈ V:

(u ⊗ v) ⊗ (w ⊗ x)
αu⊗v,w,x

++WWWWWWWWW

u ⊗ (v ⊗ (w ⊗ x))

1u⊗αv,w,x 33ggggggggg

αu,v,w⊗x

  @@@@@@@@@@ ((u ⊗ v) ⊗ w) ⊗ x

u ⊗ ((v ⊗ w) ⊗ x)
αu,v⊗w,x

// (u ⊗ (v ⊗ w)) ⊗ x

αu,v,w⊗1x

>>~~~~~~~~~~

u ⊗ (∗ ⊗ v)

1u⊗λv ""
EEEE
αu,∗,v// (u ⊗ ∗) ⊗ v

ρu⊗1v||yyyy

u ⊗ v

v ⊗ ∗

ρv ""EEEEE
γv,∗ // ∗ ⊗ v

λv||yyyyy

v

v ⊗ w

γv,w ""EEEE
1v⊗w // v ⊗ w

w ⊗ v
γv,w

<<yyyy

u ⊗ (v ⊗ w)

αu,v,w

��

1u⊗γv,w // u ⊗ (w ⊗ v)
αu,w,v // (u ⊗ w) ⊗ v

γu,w⊗v

��
(u ⊗ v) ⊗ w

γu⊗v,w
// w ⊗ (u ⊗ v)

αw,u,v
// (w ⊗ u) ⊗ v

The coherence theorem for monoidal categories, first proven by Mac Lane and then
improved by Max Kelly, tells us that once these conditions are satisfied, then all diagrams
whose edges are comprised of composites of these natural isomorphisms, parenthesized in
any order, commute; see [ML98a] for a precise statement.
Theorem E.2.2 (Mac Lane, Kelly). Any diagram in a symmetric monoidal category that is
comprised of associators α, unitors γ or ρ, or symmetors γ that is “formal” commutes.

As Mac Lane writes in the introduction to [ML63]:

The usual associative law a(bc) = (ab)c is known to imply the “gen-
eral associative law,” which states that any two iterated products of
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the same factors in the same order are equal, irrespective of the ar-
rangement of parentheses.

The upshot of Theorem E.2.2 is that any two functors V×n → V that are built iteratively
from the bifunctor ⊗ and the unit object ∗, permuting and parenthesizing the inputs in
some manner, are connected by a unique natural isomorphism that is built out of the given
natural isomorphism α, λ, ρ, and γ. In practice, this naturality means that we need not
concern ourselves with particular parenthesizations or orderings when defining the n-ary
tensor product, and, hence, the structural isomorphisms (E.2.1) are seldom emphasized.

E.3. The universal property of the unit interval

The unit interval is the topological space I = [0, 1] ⊂ R regarded as a subspace of the
real line, with the standard Euclidean metric topology. It is used to define the fundamental
groupoid Π1(X) of paths in a topological space X. A path is simply a continuous function
p : I → X. The path has two endpoints p(0), p(1) ∈ X which are defined by evaluating at
the endpoints 0, 1 ∈ I. If q : I → X is a second path with the property that p(1) = q(0), then
there exists a composite path p ∗ q : I → X defined by the composite continuous function

I δ

�
// I ∨ I

p∨q // X.

Here I ∨ I is the space formed by gluing two copies of I together by identifying the point 1
in the left-hand copy with the point 0 in the right-hand copy; we might think of I ∨ I as the
space [0, 2] ⊂ R. The map δ : I → I ∨ I is the homeomorphism t 7→ 2t. Note that this map
sends the endpoints of the domain I to the endpoints of the fattened interval I ∨ I. Thus
(p ∗ q)(0) = p(0) and (p ∗ q)(1) = q(1); that is, p ∗ q is a path in X from the starting point
of the path p to the ending point of the path q.

Now the fundamental groupoid Π1(X) is the category whose objects are points of
X and whose morphisms are endpoint-preserving homotopy classes of paths in X, with
composition defined using the structure on the unit interval just described.

By a theorem of Peter Freyd, refined by Tom Leinster, the structure on the unit interval
that is used to define composition of paths also describes the universal property of this
topological space. By a bipointed space we mean a topological space I with two distinct
closed points 0 , 1 ∈ I, one designated as the “left” and the other as the “right.” A map of
bipointed spaces is a continuous function that sends the left point to the left point and the
right point to the right point. For any bipointed space (X, x0, x1), we can define X ∨ X to be
the pushout

∗

x1

��

x0 //p X

��
X // X ∨ X

Theorem E.3.1 (Freyd-Leinster). The unit interval is the initial bipointed space equipped
with a map of bipointed spaces X → X ∨ X. That is, for any other bipointed space
(X, x0, x1), there is a unique bipointed continuous map p : I → X so that

I

p

��

δ

�
// I ∨ I

p∨p
��

X // X ∨ X
commutes.



E.5. EMBEDDINGS OF ABELIAN CATEGORIES 145

Put more concisely, Theorem E.3.1 says that (I, i0, i1) is the initial algebra for the
endofunctor X 7→ X ∨ X on the category of bipointed spaces. See [Lei11] for a discussion
and proof.

E.4. A characterization of Grothendieck toposes

Given a small category C, a presheaf is simply a contravariant Set-valued functor on
C. A Grothendieck topos is a reflective full subcategory E of a presheaf category

E � � //⊥ SetC
op

Loo

with the property left adjoint preserves finite limits. Objects in E are sheaves on a small
site. A typical example might take C = O(X) to be the poset of open sets for a topological
space X. A presheaf P : O(X)op → Set assigns a set P(U) to each open set U ⊂ X so that
this assignment is functorial with respect to restrictions along inclusion V ⊂ U ⊂ X of
open subsets. A presheaf P is a sheaf if and only if the diagram of restriction maps

P(U) // ∏
α P(Uα) ////

∏
α,β P(Uα ∩ Uβ)

is an equalizer for every open cover U = ∪αUα of an open subset U ⊂ X.
Giraud’s theorem states that Grothendieck toposes can be completely characterized by

a combination of “exactness” and size conditions.
Theorem E.4.1 (Giraud). A category E is a Grothendieck topos if and only if it satisfies the
following conditions:

(i) E is locally small.
(ii) E has finite limits.

(iii) E has all small coproducts and they are disjoint and universal
(iv) Equivalence relations in E have universal coequalizers.
(v) Every equivalence relation in E is effective, and every epimorphism in E is a

coequalizer.
(vi) E has a set of generators.

Some explanation is in order. A coproduct
∐

α Aα is disjoint if each inclusion Aα →∐
α Aα is a monomorphism and if the pullback of any two distinct inclusions is an initial

object. A colimit cone (Aα → A)α is universal if the pullbacks of these maps along any
f : B → A defines a colimit cone (B ×A Aα → A)α. An effective equivalence relation is
one that arises, as in Example 3.4.5 as a kernel pair of some morphism. Finally, a set of
generators for E is a set of objects G ⊂ ob E that is jointly separating: for any f , g : B⇒ A
with f , g there is some h : G → B, with G ∈ G, so that f h , gh.

A proof of Theorem E.4.1 can be found in [Joh14, §0.4], which also presents a very
clear exposition of the ideas involved.

E.5. Embeddings of abelian categories

Properties of the category Ab of abelian groups or ModR of modules over a unital ring
are abstracted in the notion of an abelian category. Abelian category were introduced by
Buchsbaum [Buc55] and developed by Grothendieck [Gro57] with the aim of unifying the
“coefficients” of the various cohomology theories then under development.
Definition E.5.1. A category A is abelian if
• it has a zero object 0 ∈ A, that is both initial and terminal,
• it has all binary products and binary coproducts,
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• it has all kernels and cokernels, defined respectively to be equalizers and coequalizers
of a map f : A→ B with the zero map A→ 0→ B,

• all monomorphisms and epimorphisms arise as kernels or cokernels, respectively.
In an abelian category, finite products and finite coproducts coincide; these are often

called biproducts or direct sums. These axioms imply that the hom-sets in A canonically
inherit the structure of an abelian group, with the zero map in each hom-set serving as the
identity, and moreover that composition is bilinear. This gives A the structure of a category
enriched over the monoidal category (Ab,⊗Z,Z).

The image of a morphism is defined to be the kernel of its cokernel, or equivalently,
the cokernel of its kernel; these objects are always isomorphic. This permits the definition
of an exact sequence in A, a sequence of composable morphisms

· · ·
fn+2 // An+1

fn+1 // // An
fn // An−1

fn−1 // · · ·

so that ker fn = im fn+1. A functor is exact if it preserves exact sequences.
Theorem E.5.2 (Freyd-Mitchell). If A is a small abelian category, then there is a ring6 R
and an exact, fully faithful functor A ↪→ ModR, which embeds A as a full subcategory.

A proof appears as the very last result of the book [Fre03]. Unfortunately, a plurality
of the material presented in the preceding 150 pages appears to be necessary. No substantial
simplification of this argument is known.

To conclude, we invite the reader to reflect upon the following lovely quote from
the introduction to P.T. Johnstone’s Topos Theory [Joh14, pp. xii-xiii] which describes the
significance of the Freyd-Mitchell embedding theorem and, by analogy, the broader project
of category theory:

Incidentally, the Freyd-Mitchell embedding theorem is frequently re-
garded as a culmination rather than a starting point; this is because of
what seems to me a misinterpretation (or at least an inversion) of its
true significance. It is commonly thought of as saying “If you want to
prove something about an abelian category, you might as well assume
it is a category of modules”; whereas I believe its true import is “If
you want to prove something about categories of modules, you might
as well work in a general abelian category”—for the embedding theo-
rem ensures that your result will be true in this generality, and by for-
getting the explicit structure of module categories you will be forced
to concentrate on the essential aspects of this problem. As an ex-
ample, compare the module-theoretic proof of the Snake Lemma in
[HS97] with the abelian-category proof in [ML98a].

6As per our conventions elsewhere, R is unital and associative but not necessarily commutative.
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C/c, 52
c/C, 52
coskn, 127
C × D, 17
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�≤n, 127
�+, 127
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I, 71

LanK F, 125

OG , 18
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skn, 127
skC, 28
S n, 57
Sym(G), 47

VectGk , 127
Vectfd

k
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as Kan extension, 132
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morphism, 89
triangle identity, 87
two-variable, 86
unit, 86

affine space, 49, 105
algebra, 31

category of, 106
free, 107

algebraic theory
model of, 117

apex, 58
arrow, 8
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axiom

in a first-order language, 85

based object, 52
basepoint, 7
bifunctor, 17
bilinear, 49

categorification, 23
category, 6

abelian, 139
cardinality of, 76
comma, 55
complete, 63
concrete, 7, 36
connected, 27
discrete, 8
Eilenberg-Moore, 106
essentially small, 29
free, 84
indexing, 31
isomorphism of, 17
Kleisli, 108
locally small, 9

monoidal, 137
of algebras, 106
of categories, 17
of elements, 51, 71
opposite, 10
product of, 17
regular, 73, 121
skeletal, 28
slice, 52
small, 9
symmetric monoidal, 136

Cayley’s theorem, 47
cell complex, 57
center, 19
chain rule, 14
coalgebra, 108
coarse, 59
cocone, 58
codomain, 6
coequalizer, 61

split, 113
cokernel, 62
colimit, 57, 58

absolute, 113
as Kan extension, 132

comma category, 55
commutative

cube, 33
rectangle, 32
square, 32

commutative square, 20
commutator subgroup, 19, 94
commute, 30
complete, 63
complete lattice, 77
composite morphism, 6
concrete category, 36
cone, 58

legs of, 58
on a category, 129
summit of, 58

continuous
functor, 96

contractible, 53
coproduct, 61
cotensor, 74

151



152 INDEX

counit
of an adjunction, 87

coYoneda lemma, 133
create, 67
currying, 41

decategorification, 23
dense subcategory, 134
density theorem, 133
derivative

total, 14
derived functor

total, 126
diagram, 30, 31, 57, 85

commutative, 30, 31
shape of, 32, 57
small, 76

direct limit, 61
directed graph, 130
discrete, 8
discrete dynamical system, 53
domain, 6
dual, 11
dual basis, 19
dual vector space, 15

double, 19
duality, 131

Eilenberg-Moore category, 106
Eilenberg-Zilber

lemma, 129
elements

category of, 51
embedding, 25

full, 25
endofunctor, 13
epic, 36
epimorphism, 36

split, 37
equalizer, 59
equivalence relation, 72, 73
equivariant, 21
essential image, 29, 95
essentially small, 29
essentially surjective, 25
evil, 29
extension of scalars, 127

faithful, 25
fiber, 61
fiber product, 60
fiber space, 73
fine, 59
fixed point, 63
free

algebra, 107
free action, 43, 48
free group, 13
free product, 120

full, 25
embedding, 25

function
partial, 18

functor, 13
adjoint, 82
bi-, 17
constant, 57
continuous, 96
contravariant, 14
covariant, 14
faithful, 25
forgetful, 13
full, 25
morphism of, 18
representable, 39
represented, 16
two-sided represented, 17, 39

functoriality, 13, 15
fundamental group, 13, 27
fundamental groupoid, 10, 27, 138

G-equivariant, 21
G-object, 127
G-representation, 16
G-set, 16
Galois connection, 83
Galois extension, 17
Galois group, 18
Galois theory

fundamental theorem of, 18
generating set, 98
generator, 98
generators, 112
global, 25
gluing, 57
Grothendieck topos, 73, 139
group

free, 40, 88
opposite, 11
presentation, 112
torsion sub-, 22

group action, 16
free, 43, 48
transitive, 48

group extension, 5
groupoid, 10

contractible, 53
maximal, 10
maximal sub-, 10

hom-set, 9
horizontal composition, 34

idempotent, 65
split, 66

identity morphism, 6
image, 121

essential, 95



INDEX 153

image factorization, 73
induced representation, 127, 129, 130
infimum, 13, 70
initial

jointly, 97
weakly, 97

initial object, 35, 61
intersection, 99
inverse

left, 9, 37
right, 9, 37

inverse limit, 61
isomorphic

representably, 48
isomorphism, 9

natural, 20

Jacobian matrix, 14

Kan extension, 125–126
pointwise, 131
preservation of, 130

kernel pair, 72
Kleisli category, 108

lattice
complete, 77

left inverse, 9
limit, 57, 58

as Kan extension, 132
of a sequence, 79

linear functional, 15
local, 25
local object, 95
localization, 95
locally small, 9
loop, 41

map, 8
middle four interchange, 38
model, 85
monad, 101

codensity, 133
double dual, 103
free R-module, 103
free abelian group, 103
free commutative monoid, 104
free group, 103
free monoid, 102
free vector space, 103
idempotent, 105
list, 102
maybe, 102

monadicity theorem, 112
monic, 36
monoid, 8, 10, 30, 108

topological, 30
monoidal

product, 136

monoidal category, 137
monomorphism, 36

split, 37
morphism

composable pair, 6
composite, 6
identity, 6
parallel pair, 2

n-(co)skeleton, 127, 129
natural isomorphism, 20
natural transformation, 20

components of, 20
constant, 57

no cloning theorem, 22

object
local, 95

opposite
group, 11

orbit, 28
orbit category, 18
orbit-stabilizer theorem, 29

p-adic integers, 61
parallel pair, 2, 59
pasting diagram, 125
path, 41, 138
pointed set, 107
poset, 8
power, 74
preorder, 8
presentation

for a group, 112
preserve, 67
product, 57, 59

fiber, 60
pullback, 60
pushout, 61

quotient, 57

recursion, 54
reflect, 67
reflective subcategory, 94
regular category, 73, 121
relation, 72
representable

vs represented, 39
representable functor, 39
representation, 39
represented functor, 16

two-sided, 17, 39
restriction of scalars, 84
retraction, 9, 37
right inverse, 9
ring, 31

section, 9, 37
Sierpinski space, 41
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simplicial set, 127
augmented, 127

skeleton, 28
slice category, 52
small, 9, 76

essentially, 29
locally, 9

solution set, 97, 136
space

fiber, 73
species, 75
split

epimorphism, 37
monomorphism, 37

split coequalizer, 113
stabilizer, 28
Stone-Čech compactification, 94
subcategory, 10
subobject, 57, 99
subobject classifier, 54
summit, 58
supremum, 12, 70
symmetric monoidal category, 136

tensor product, 49
terminal object, 35, 59
the, 48
torsion subgroup, 22
torsor, 49
torus, 62
transitive action, 48
translation groupoid, 28, 53
triangle identity, 87

ultrafilter, 103
union, 62
unit

of an adjunction, 86
unit interval, 138
unit object, 136
universal object, 53
universal property, 48

vector space
dual, 15

vertical composition, 34

walking
isomorphism, 71

whiskering, 35

Yoneda embedding, 47
density of, 134

Yoneda lemma, 44, 133, 135
corollary, 47
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