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The category of Matrices
A category has objects and arrows and a composition law satisfying
identity and associativity axioms.

The category of matrices Mat has
® natural numbers 0, 1,2, ..., 7, k, {, m,n, ... as its objects,
. . A :
® matrices as its arrows: an arrow 17, <— 7 is an 1, X 1 matrix A,

® the composite of a £ X 1 and a m X n matrix defined by
matrix multiplication m n

ITL . . . .
with the identity arrow 1 «— n given by the identity matrix

10 « 0
0 1 :




Column functors

In the category of matrices Mat

® objects are natural numbers ..., j, k, £, m,n, ... and

A ] 0
® an arrow 1M <— 1 1s an 1m X 71 matrix A.

For each £, the set of all matrices with & columns is organized by the
data of the k-column functor h,:Mat — Set, which is given by:

® aseth,(n) = {n x k matrices} = {n hl k} for each n

. A . A
* afunction h(m) <— h(n) for each matrix 1m «— n given by left
multiplication:

n k k

——
m{ A . n{ C < n{ C

This data satisfies the axioms of functoriality.




Column functors are functorial |
The set of all matrices with k-columns defines the k-column functor:
. @
® aset hy(n) ={n x k— matrices} = {n + k}
) A . L. . .
e afunction h, (m) <— h;(n) given by left multiplication by a matrix
A
m<—n

This data satisfies the axioms of functoriality:
ITL . . . .
® h,(n) «— h,(n) is the identity function

. A B
e for any matrices m <— n and (' < m:

For any n x k matrix C,

I,-C=C and B-(A-C)=(B-A)-C.



Naturally-defined column operations on column functors

The set of all matrices with k-columns defines the k-column functor:
. @
® aset h,(n) = {n x k— matrices} = {n « k}

® afunction h,(1m) Pl h;.(n) given by left multiplication by a matrix

m<é—n
hy, hy.(n)

A natural transformation al is given by a function a,,l for each n
h; h(n)

. A . .
so that for each matrix 1 «— n the diagram of functions commutes:

hy.(m) P h;.(n)

o |

hi(m) «—— h;(n)

This says that “« is a naturally-defined operation on column functors.” )




Projection operations on column functors ’

hy, hy.(n)
A natural transformation al is given by a function anl for each n
h; h;(n)
that encodes a naturally-defined operation on column functors.
hy,
Example: There is an operation ,,l that deletes the kth column.
A h]ﬂ?*l
Naturality in m «— n:
k i
w{ ((AC),-(AC),) {0y
I !
k—1 k—1 k—1

w{ ((AC),(AC), 1) =n{ (A) - (CrCiy) 1 o (CrCry)



Inclusion operations on column functors .

h,. hj.(n)

A natural transformation al is given by a function al for each n

h; h.(n)

J
that encodes a naturally-defined operation on column functors.

h;.
Example: There is an operation Ll that appends a column of zeros.

h‘k,‘Al
L A
Naturality in m «— n:
k k

m{ <(AC)1”'(AC>I<:> A ”{ <Cl"'ck>
1 1

k+1 k+1 k+1

w{ (40, +(40),0) = nf (4) - (C1C0) 1 o{(CrC,0)




Classifying column operations .

h’k:

Challenge: Describe all natural transformations al

b

J

In other words:

Challenge: Classify all naturally-defined column operations that transform
matrices with % columns into matrices with 7 columns.




The Yoneda lemma in the category of Matrices ‘

Yoneda Lemma: h
k
| Every naturally-defined column operation | is determined by a
single £ X j matrix. h;
i
2. This k& x j matrix k M 7 is obtained by applying the column
hy ()

i
operation «,|  to the identity matrix /& é k.
C1C I W
3. The column operation «,| s given by right multiplication by
(U, .
the matrix L’) j. h;(n) k j

oo { () {{)

4. Every matrix k ﬁ j determines a naturally-defined column
operation defined by right multiplication.




Permutation operations on column functors ‘

hk,
Yoneda Lemma: Every naturally-defined column operation «| s given

B

J
(o
by right multiplication by the matrix k M J obtained by applying the

column operation «;, to the identity matrix % <k and every k X j
matrix determines a naturally-defined column operation in this way.

hy,
Example: The operation | that swaps the first two columns is
hy,
defined by right multiplication by the matrix
01 0 0
10 0 -
. . . ." 0
0 0 1



Multiplication operations on column functors ‘

hk,
Yoneda Lemma: Every naturally-defined column operation «| s given
h.

J
(o
by right multiplication by the matrix k M J obtained by applying the

column operation «;, to the identity matrix % <k and every k X j
matrix determines a naturally-defined column operation in this way.

h,
Example: The operation uf that multiplies the first column by a scalar
h,
A is defined by right multiplication by the matrix:
A0 0 -0
o1 0 -
pply) =10 0 1

0 - - 0 1



Column addition operations on column functors ‘

hk,
Yoneda Lemma: Every naturally-defined column operation «| s given
h.

J
(o
by right multiplication by the matrix k M J obtained by applying the
I

column operation «;, to the identity matrix % &k, and every k X j
matrix determines a naturally-defined column operation in this way.

Example: The operation :Lf that adds the first column to the second
hy,
column is defined by right multiplication by the matrix:
110 -0
01 0 -

o (L)=10 0 1

0 -« - 0 1



Elementary column operations ‘

Corollary of the Yoneda lemma: A naturally-defined column operation

hk akt('[k‘,)
] isinvertible if and only if the matrix k «—— k is invertible.
hy.

The elementary column operations that
® swap two columns,
® multiply a column by a scalar, or
® add a scalar multiple of one column to another column

are invertible since the corresponding elementary matrices are invertible.



Composite column operations “

Corollary of the Yoneda lemma: The composite of two naturally-defined
hy,

(0%

column operations h, Ba is defined by right multiplication by

N

h

m

the product of the representing matrices:

m J m
——— ———— e

{( (B (1) >={( (T ){( 5,(1) )

In this way the elementary column operations generate all invertible
column operations.

y




Unnatural column operations “

Non-Example: The operation that appends a column of ones is not
natural. Applying this operation to the identity matrix yields:
10 - 01
0 1 - = :
N V|
0o - 0 11
but then right multiplication defines a different column operation:

( | 1)
o K
| 1

01
11



Category theory in context

Emily Riehl Dec 28, 2014, 4:52 PM
to categories ~

Hi all,

| am writing in hopes that | might pick the collective brain of the categories list. This spring, | will be teaching an
undergraduate-level category theory course, entitied "Category theory in context™:

hitp://www.math.harvard.edu/~eriehl/161
It has two aims:

(i) To provide a thorough "Cambridge-style” introduction to the basic concepts of category theory: representability,
(co)limits, adjunctions, and monads.

(i) To revisit as many topics as possible from the typical undergraduate curriculum, using category theory as a guide to
deeper understanding.

For example, when | was an undergraduate, | could never remember whether the axioms for a group actien required the
elements of the group to act via *automorphisms*. But after learning what might be called the first lemma in category
theory — that functors preserve isomorphisms -- | never werried about this point again.

Over the past few months | have been collecting examples that | might use in the course, with the focus on topics that
are the most “sociclogically important” (to quote Tom Leinster's talk at CT2014) and also the most illustrative of the

categorical concept in question. (After all, aim (i) is to help my students internalize the categorical way of thinkingl)

Here are a few of my favorites:



Dedication and acknowledgment

Fred E.J. Linton
to Emily ~

Hi, Emily,
| suppose | would be remiss not to point out all the examples your

fellow Cambridge co-citizen David Spivak offers in his recent text,
Category Theory for the Sciences (MIT Press).

And then there's the Yoneda Lemma embodied in the classical Gaussian
row reduction observation, that a given row reduction operation (on
matrices with say k rows) being a "natural” operation (in the sense

of natural transformations) is just multiplication (on the appropriate

side) by the effect of that operation on the k-by-k identity matrix.

And dually for column-reduction operations :-) .

Cheers, -- Fred

Thank youl



