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## Abstract

We study the Plateau Problem of finding an area minimizing disk bounding a given Jordan curve in a certain class of Alexandrov spaces. These are complete metric spaces with a lower curvature bound given in terms of triangle comparison along with an additional condition that is satisfied by all Alexandrov spaces according to a conjecture of Perel'man. The key is to develop a harmonic map theory from two dimensional domains into these spaces. In particular, we show that the solution to the Dirichlet problem from a disk is Hölder continuous in the interior and continuous up to the boundary.
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## Chapter 1

## Introduction

The Plateau Problem is the problem of finding a surface minimizing the area amongst all surfaces which are images of a map from a disk and spanning a given Jordan curve $\Gamma$ in a space $X$. If $X$ is the Euclidean space $\mathbf{R}^{n}$, we can formulate this problem more precisely as follows. If $D$ is the unit disk in $\mathbf{R}^{2}$, the area of a map $u: D \rightarrow \mathbf{R}^{n}$ is

$$
\begin{equation*}
A(u)=\int_{D} \sqrt{\left|\frac{\partial u}{\partial x}\right|^{2}\left|\frac{\partial u}{\partial y}\right|^{2}-\left(\frac{\partial u}{\partial x} \cdot \frac{\partial u}{\partial y}\right)^{2}} d x d y \tag{1.1}
\end{equation*}
$$

The Plateau Problem in $\mathbf{R}^{n}$. Given a Jordan curve $\Gamma \subset \mathbf{R}^{n}$, let
$\mathcal{F}=\left\{v: \bar{D} \rightarrow \mathbf{R}^{n}: v \in W^{1,2}(D) \cap C^{0}(\bar{D})\right.$ and $\left.v\right|_{\partial D}$ monotonically parameterizes $\left.\Gamma\right\}$.

Find $u \in \mathcal{F}$ so that $A(u) \leq A(v)$ for all $v \in \mathcal{F}$.

The mathematical problem of proving the existence of an area minimizing surface spanning a given contour was raised by J. Lagrange in the mid-eighteenth century, but the problem is named after the Belgian physicist J. Plateau who studied soap films. It was not until the 1930's that J. Douglas [D] and T. Rado [R1] [R2] properly formulated and independently solved this problem. In the 1950's, C.B. Morrey [Mo] generalized the problem by replacing the ambient Euclidean space by a space belonging to a
very general class of Riemannian manifolds (that includes all compact ones). Further generalization is due to I. Nikolaev [ N ] who replaced the Riemannian manifold by a complete metric space with the curvature bounded above in the sense of Alexandrov. Our interest here is to extend the generalization to the case when the ambient space is an Alexandrov space, i.e. when the curvature is bounded from below.

An important ingredient for the Plateau Problem (and minimal surface theory in general) is the theory of harmonic maps from a domain of dimension 2. In fact, the solution of the Plateau Problem in Euclidean space and Riemannian manifolds can be given by a map that is harmonic and conformal. With the assumption of non-positive curvature, the harmonic map theory into a singular target space (with the domain assumed to be a Riemannian domain of arbitrary dimension) was first considered in the foundational paper of M. Gromov and R. Schoen [GS] and further generalized by N. Korevaar and R. Schoen [KS1], [KS2]. This theory was also developed independently by J. Jost (see [J] and references therein). A generalization to the case when the curvature is bounded from above by an arbitrary constant was given by T . Serbinowski [S1]. The aspect that makes the harmonic map theory tractable in this setting is the strong convexity property of the energy functional under the assumption of an upper curvature bound. The regularity theory for the Dirichlet problem (i.e. the problem of finding a map of least energy amongst all maps with a given boundary condition) states that the Dirichlet solution is Lipschitz continuous in the interior [KS1] and Hölder continuous up to the boundary if given a Hölder continuous boundary condition [S2]. Recall also that there often exists a heavy reliance on the upper sectional curvature bound when one studies harmonic maps into Riemannian manifolds (see for example [ES]). The harmonic map approach to the Plateau Problem in metric spaces of curvature bounded from above is discussed by the first author in [Me1], [Me2], [Me3]. (This differs substantially from the approach pursued in [N].)

To tackle the Plateau Problem when the ambient space has a lower curvature bound, we will develop the relevant two-dimensional harmonic map theory. More specifically, we study the Dirichlet problem for maps into an Alexandrov space $X$. The difficulty here is that we do not have the nice convexity properties of the energy functional. Hence, we cannot mimic the techniques developed for maps into spaces with an upper curvature bound. In fact, for higher dimensional domains, we do not expect that the solution of the Dirichlet problem to be even continuous in general. On the other hand, we will show that, assuming an additional condition on $X$ which we describe below, we can develop a two-dimensional theory suitable for the harmonic map approach to the Plateau Problem in $X$. In particular, we prove the following:

Regularity Theorem (cf. Theorem 3.1.1, Theorem 3.2.1) Let $X$ be an Alexandrov space satisfying Perel'man's conjecture. A Dirichlet solution $u: D \rightarrow X$ is Hölder continuous in the interior of $D$ and continuous up to $\partial D$.

Using the theorem above, we solve the Plateau Problem by using the Dirichlet solution as a means to obtain an area minimizing disk. One fundamental point we need to clarify is the notion of area associated to a map into an Alexandrov space. Note that the area functional given by (1.1) for maps into Euclidean space is the integral of the area element of the pull-back metric. The notion of the pull-back metric for maps into non-positively curved metric spaces was given in [KS1] and for metric spaces of general upper curvature bound in [ Me 2 ]. We prove that this notion also makes sense for maps into Alexandrov spaces (cf. Theorem 4.1.1). Using the pull-back metric, we define the area functional for maps into $X$ and formulate the Plateau Problem analogously to the statement of the Plateau problem in Euclidean space. The proof of the existence of the solution of the Plateau Problem parallels a well-known argument
for the Euclidean case [L]. Combined with the regularity theorem for the Dirichlet problem, this gives us:

Theorem (cf. Theorem 4.2.1 and Theorem 4.2.6) Let $X$ be a Alexandrov space satisfying Perel'man's conjecture and $\Gamma \subset X$ be a Jordan curve. Suppose there exists a continuous map $u_{0}: \bar{D} \rightarrow X$ of finite energy whose restriction to $\partial D$ monotonically parameterizes $\Gamma$. Then there exists a continuous map $u: \bar{D} \rightarrow X$ which minimizes area amongst all other continuous maps whose restriction of $\partial D$ monotonically parameterizes $\Gamma$. Furthermore, $u$ is conformal, energy minimizing and Hölder continuous in the interior of $D$.

We now discuss the space $X$ in the theorems above in more detail. Recall that an Alexandrov space with curvature bounded above by $\kappa$ is one in which geodesic triangles are thicker than comparison triangles in the two-dimensional simply connected surface of constant curvature $\kappa$. This notion of curvature bounds in metric space seems to be due to A. Wald [W] in the 1930's and was developed by a Russian school of mathematicians led by A.D. Alexandrov starting in the 1940's. More recently, Alexandrov spaces re-emerged into prominence as they are the limiting spaces of a sequence of certain Riemannian manifolds under the Gromov-Hausdorff convergence. Perel'man's Stability Theorem [P] states that if two Alexandrov spaces of the same dimension are sufficiently close in the Gromov-Hausdorff distance, they are actually homeomorphic. In fact, Perel'man asserts something more - the homeomorphism between the two spaces can be chosen to be bi-Lipschitz. The proof of Perel'man's claim in its full generality is not yet available to our knowledge. For a good discussion on the Stability Theorem and related issues, we refer to Kapovitch [K1]. We note the following two properties of an Alexandrov space; first, the tangent cone $T_{P} X$
at a point of an $n$-dimensional Alexandrov space $X$ is a cone $\mathcal{C}\left(\Pi_{P}\right)$ over the space of directions $\Pi_{P}$ at $P$ which is itself an $(n-1)$ Alexandrov space, and second, the Hausdorff-Gromov distance between a neighborhood around $P$ in $X$ and a neighborhood around the vertex of $\mathcal{C}\left(\Pi_{P}\right)$ at this point can be made arbitrarily small by taking the neighborhoods sufficiently small. Thus, Perel'man's claim implies that if $X$ is an $n$-dimensional Alexandrov space, then $X$ satisfies the property that $X$ is locally bi-Lipschitz equivalent to a cone over a $(n-1)$-dimensional Alexandrov space. Furthermore, this $(n-1)$-dimensional Alexandrov space is locally bi-Lipschitz equivalent to a cone over an $(n-2)$-dimensional Alexandrov space and so forth. This motivates us to say that an Alexandrov space $X$ satisfies the Perel'man conjecture if it has this property.

The outline of this dissertation is as follows. In chapter 2, we give definitions of Alexandrov spaces and other related concepts. We also recall Korevaar and Schoen's Sobolev space theory into metric spaces. Chapter 3 contains the two dimensional harmonic map theory. In particular, we discuss the existence of the solution to the Dirichlet problem and prove its interior and boundary regularity. In chapter 4 , the solution of the Plateau Problem is shown. Finally, chapter ?? contains the proof of the existence of the pull-back inner product that allows us to make sense of the area functional.

Because the interior regularity proven in 3 is central to this paper and because of the technical nature of its proof, we conclude this introduction by illustrating the ideas behind this argument. The main step of the proof is to establish that, for any $D_{r}\left(x_{0}\right) \subset D$, we have a good bound on the energy of a map $\left.u\right|_{D_{r}\left(x_{0}\right)}$ in terms of the energy of $\left.u\right|_{\partial D_{r}\left(x_{0}\right)}$. This in turn implies an energy decay estimate which, by Morrey's Energy Decay Lemma, implies the Hölder continuity. If the image $\Gamma_{0} \subset X$ of the boundary map $\left.u\right|_{\partial D_{r}\left(x_{0}\right)}$ is long, then its energy is large and thus we restrict our
attention to the case when $\Gamma_{0}$ is short. Hence, we can assume that $\Gamma_{0}$ is contained in a neighborhood that is bi-Lipshitz equivalent to a neighborhood of the vertex of the cone $\mathcal{C}\left(\Pi_{P}\right)$ for some $P \in X$. Since the ratio of the energy of a given map and the energy of this map composed with a bi-Lipschitz map is bounded from above and below by a constant depending on the bi-Lipschitz constant, we can further assume for the sake of simplicity that $\left.u\right|_{D_{r}\left(x_{0}\right)}$ maps into this cone. We now consider the following two cases: (1) the length of $\Gamma_{0}$ is short relative to its distance from the vertex $V$ of the cone and (2) the length of $\Gamma_{0}$ is long relative to its distance from the vertex. In case (1), we extend the map $\left.u\right|_{\partial D_{r}\left(x_{0}\right)}$ to a map $\varphi$ defined on $D_{r}\left(x_{0}\right)$ by setting $\varphi\left(x_{0}\right)=V$ and linearly mapping the radial ray from $x_{0}$ to a point $\xi \in \partial D_{r}\left(x_{0}\right)$ to a ray from $V$ to $u(\xi)$. By the construction, the energy of $\varphi$ is bounded in terms of the energy of $\left.u\right|_{\partial D_{r}\left(x_{0}\right)}$. The main step follows immediately since $\left.u\right|_{D_{r}\left(x_{0}\right)}$ is energy minimizing and has the same boundary values as $\varphi$. In case (2), $\Gamma_{0}$ is contained in a neighborhood $U$ far away from the vertex and hence $U$ is bi-Lipschitz equivalent to product of $\Pi_{P} \times I$ for some interval $I \subset \mathbf{R}$. We construct a map $\varphi$ by separately considering the Dirchlet problem in $\Pi_{P}$ and in $I$. Therefore, if we have a good energy bound for the Dirichlet problem in $\Pi_{P}$, then we are done. Since the dimension of $\Pi_{P}$ is one less than that of $X$, we are able to prove the main step by an inductive argument on the dimension of $X$.

## Chapter 2

## Definitions and Background

## Material

### 2.1 Alexandrov Spaces

Definition 2.1.1. We say a complete metric space $(X, d)$ (or more simply $X$ ) is an Alexandrov space of curvature bounded from below by $\kappa$ if it satisfies the following conditions:
(1) $X$ is a length space; i.e. for any two points $P, Q \in X$, there exists a curve $\gamma_{P Q}$ between $P$ and $Q$ with length equal to $d(P, Q)$.
(2) Let $S_{\kappa}$ be a simply connected surface of constant curvature $\kappa$. Denote the distance function of $S_{\kappa}$ by $\bar{d}$ and the geodesic between $\bar{P}, \bar{Q} \in S_{\kappa}$ by $\bar{P} \bar{Q}$. Given a triple $P, Q, R \in X$, let $\triangle(P Q R)$ be a geodesic triangle. Then there exists a geodesic triangle $\triangle(\bar{P} \bar{Q} \bar{R})$ in $S_{\kappa}$ such that $d(P, Q)=\bar{d}(\bar{P}, \bar{Q}), d(P, R)=\bar{d}(\bar{P} \bar{R}), d(R, Q)=\bar{d}(\bar{R}, \bar{Q})$ and if we take two points $\bar{S} \in \bar{P} \bar{Q}$ and $\bar{T} \in \bar{P} \bar{R}$ with $d(P, S)=\bar{d}(\bar{P}, \bar{S}), d(P, T)=$
$\bar{d}(\bar{P}, \bar{T})$, then $d(S, T) \geq \bar{d}(\bar{T}, \bar{S})$. The triangle $\triangle(\bar{P} \bar{Q} \bar{R}) \subset S_{\kappa}$ will be called a comparison triangle of $\triangle(P Q R) \subset X$.

For simplicity, will say that $X$ is an Alexandrov space if there exists some $\kappa 0$ so that $X$ is an Alexandrov space of curvature bounded from below by $\kappa$. In this paper, it is not important whether $\kappa$ is positive, zero or negative; we only use the fact that there exists some lower bound on curvature. Hence, we may as well assume $\kappa<0$.

Let $\alpha(s):[0, a] \rightarrow X$ and $\beta(t):[0, b] \rightarrow X$ be arclength parameterizations of two geodesics emanating from a point $P \in X$ and let $\theta(t, s)$ be the angle at $\bar{P}$ of a comparison triangle $\triangle \overline{\alpha(t)} \bar{P} \overline{\beta(s)}$ in $S_{\kappa}$. In particular, if $X$ is an Alexandrov space of curvature bounded from below by $\kappa=-1$ then $\theta(t, s) \in[0, \pi]$ is given by the equality

$$
\cosh \bar{d}(\bar{\alpha}(t), \bar{\beta}(s))=\cosh t \cosh s-\sinh t \sinh s \cos \theta(t, s)
$$

Condition (2) implies that $t \mapsto \theta(t, s)$ and $s \mapsto \theta(t, s)$ are monotone non-increasing. The angle between geodesics $\alpha$ and $\beta$ is defined to be

$$
\angle(\alpha, \beta)=\lim _{t, s \rightarrow 0} \theta(t, s) .
$$

We will need the following geometric fact:

Lemma 2.1.2. Let $X$ be an Alexandrov space. For any $\rho>0$, there exists $\delta=\delta(\rho)$ sufficiently small so that if
(i) $P, R, T \in X$ with $P \neq R, d_{P R}<\delta$ and

$$
\begin{equation*}
\left|\frac{1}{2} d_{P R}-d_{P T}\right|<\delta^{2} d_{P R},\left|\frac{1}{2} d_{P R}-d_{R T}\right|<\delta^{2} d_{P R} \tag{2.1}
\end{equation*}
$$

(ii) $\gamma_{T R}$ is a geodesic from $T$ to $R$ and $R^{\prime} \in \gamma_{T R}$ with

$$
\begin{equation*}
d_{R R^{\prime}}=\delta d_{P R} \tag{2.2}
\end{equation*}
$$

(iii) $\gamma_{P R^{\prime}}$ is a geodesic from $P$ to $R^{\prime}$ with $T^{\prime}$ as its midpoint,
then

$$
\begin{equation*}
d_{T T^{\prime}}<\rho d_{P R} \tag{2.3}
\end{equation*}
$$

Remark . The idea behind Lemma 2.1.2 is as follows. One of the distinguishing features of a space $X$ with a lower curvature bound is the non-uniqueness of geodesics between two given points. Related to this non-uniqueness statement is the following fact: given two points $P, R \in X$, any point $T$ whose distances to $P$ and to $R$ are both approximately half of $d_{P R}$ as in (i) may be far away from the midpoint of a geodesic $\gamma_{P R}$. For example, let $P$ be the north pole and $R$ be the south pole on the standard 2-sphere and $T$ be a point on the equator; There exists a geodesic $\gamma_{P R}$ from $P$ and $R$ whose midpoint is the antipodal point of $T$. In a smooth Riemannian manifold, the point $T$ satisfying $(i)$ is close to the midpoint of $\gamma_{P R}$ if $P$ and $R$ are contained in a sufficiently small neighborhood, but in an Alexandrov space, such a neighborhood does not generally exist. On the other hand, Lemma 2.1.2 says that we can choose a point $R^{\prime}$ close to $R$ as in (ii) so that $T$ is close to a midpoint $T^{\prime}$ of a geodesic $\gamma_{P R^{\prime}}$.

Proof. We assume that $X$ is an Alexandrov space of curvature bounded from below by -1 . (Given an Alexandrov space of curvature bounded from below by $\kappa<0$, we can rescale the distance function by a factor of $\frac{1}{|\kappa|}$ to construct an Alexandrov space of curvature bounded from below by -1 . Since the assumption and the conclusion of the lemma is scale invariant, the condition that the curvature is bounded from below by -1 is without a loss of generality.) Fix $\delta>0$ and let $P, R, T, \gamma_{T R}, R^{\prime}, \gamma_{P R^{\prime}}, T^{\prime}$ satisfy (i), (ii) and (iii) above. Since

$$
d_{T R^{\prime}}=d_{T R}-d_{R R^{\prime}}, \quad d_{T^{\prime} R^{\prime}}=\frac{1}{2} d_{P R^{\prime}}, \quad d_{P R}-d_{R R^{\prime}} \leq d_{P R^{\prime}} \leq d_{P R}+d_{R R^{\prime}}
$$

(2.1) and (2.2) imply

$$
\begin{equation*}
d_{T R^{\prime}}, d_{T^{\prime} R^{\prime}}=\left(\frac{1}{2}+O(\delta)\right) d_{P R} \tag{2.4}
\end{equation*}
$$

Define $\alpha$ by setting

$$
\cosh d_{T T^{\prime}}=\cosh d_{T R^{\prime}} \cosh d_{T^{\prime} R^{\prime}}-\sinh d_{T R^{\prime}} \sinh d_{T^{\prime} R^{\prime}} \cos \alpha
$$

Using Taylor expansion, we obtain

$$
\begin{aligned}
d_{T T^{\prime}}^{2} & =d_{T R^{\prime}}^{2}+d_{T T^{\prime} R^{\prime}}^{2}-2 d_{T R^{\prime}} d_{T^{\prime} R^{\prime}} \cos \alpha+O\left(d_{P R}^{3}\right) \\
& =\left(d_{T R^{\prime}}-d_{T^{\prime} R^{\prime}}\right)^{2}+2 d_{T R^{\prime}} d_{T^{\prime} R^{\prime}}(1-\cos \alpha)+O\left(d_{P R}^{3}\right) .
\end{aligned}
$$

Furthermore, apply (2.4) to obtain

$$
d_{T T^{\prime}}^{2}=O\left(\delta^{2}\right) d_{P R}^{2}+\left(\frac{1}{2}+O(\delta)\right)^{2}(1-\cos \alpha) d_{P R}^{2}+O\left(d_{P R}^{3}\right)
$$

Thus, if we can show that $\alpha$ can be made arbitrarily small by taking $\delta$ (and therefore $\left.d_{P R}\right)$ sufficiently small, then we obtain $O(\delta)+\left(\frac{1}{4}+O(\delta)\right)(1-\cos \alpha)<\frac{\rho^{2}}{2}$ for sufficiently small $\delta$ and hence

$$
d_{T T^{\prime}}^{2} \leq \frac{\rho^{2}}{2} d_{P R}^{2}+O\left(d_{P R}^{3}\right)<\rho^{2} d_{P R}^{2}
$$

for $\delta$ sufficiently small. Thus, we are left to show that $\alpha$ is small if $\delta$ is chosen to be small. To see this, we let $\gamma_{T R^{\prime}} \subset \gamma_{T R}$ be a geodesic from $T$ to $R^{\prime}$ and $\gamma_{R R^{\prime}} \subset \gamma_{T R}$ be a geodesic from $R$ to $R^{\prime}$. Next, let $\alpha_{0}$ be the angle between $\gamma_{P R^{\prime}}$ and $\gamma_{T R^{\prime}}$ and $\beta_{0}$ the angle between $\gamma_{P R^{\prime}}$ and $\gamma_{R R^{\prime}}$. Lastly, let $\beta$ be the angle defined by

$$
\cosh d_{P R}=\cosh d_{P R^{\prime}} \cosh d_{R R^{\prime}}-\sinh d_{P R^{\prime}} \sinh d_{R R^{\prime}} \cos \beta
$$

By construction, $\alpha_{0}+\beta_{0}=\pi$, and by the monotonicity property of angles in Alexandrov space, $\alpha_{0} \geq \alpha$ and $\beta_{0} \geq \beta$. Hence

$$
\begin{aligned}
\cosh d_{P R} & \leq \cosh d_{P R^{\prime}} \cosh d_{R R^{\prime}}-\sinh d_{P R^{\prime}} \sinh d_{R R^{\prime}} \cos \beta_{0} \\
& =\cosh d_{P R^{\prime}} \cosh d_{R R^{\prime}}+\sinh d_{P R^{\prime}} \sinh d_{R R^{\prime}} \cos \alpha_{0} \\
& \leq \cosh d_{P R^{\prime}} \cosh d_{R R^{\prime}}+\sinh d_{P R^{\prime}} \sinh d_{R R^{\prime}} \cos \alpha .
\end{aligned}
$$

Expanding by Taylor series, we obtain

$$
\begin{aligned}
d_{P R}^{2} & \leq d_{P R^{\prime}}^{2}+d_{R R^{\prime}}^{2}+2 d_{P R^{\prime}} d_{R R^{\prime}} \cos \alpha+O\left(d_{P R}^{3}\right) \\
& \leq\left(d_{P R^{\prime}}+d_{R R^{\prime}}\right)^{2}+2 d_{P R^{\prime}} d_{R R^{\prime}}(\cos \alpha-1)+O\left(d_{P R}^{3}\right)
\end{aligned}
$$

By the triangle inequality along with (2.1), we have

$$
\begin{aligned}
d_{P R^{\prime}} & \leq d_{P T}+d_{T R^{\prime}} \\
& =d_{P T}+d_{T R}-d_{R R^{\prime}} \\
& \leq d_{P R}+2 \delta^{2} d_{P R}-d_{R R^{\prime}}
\end{aligned}
$$

Furthermore, the triangle inequality and (2.2) gives

$$
d_{P R^{\prime}} \geq d_{P R}-d_{R R^{\prime}}=(1-\delta) d_{P R}
$$

Combining the last three inequalities, we obtain

$$
d_{P R}^{2} \leq d_{P R}^{2}\left(1+O\left(\delta^{2}\right)\right)^{2}+d_{P R}^{2}\left(\delta-\delta^{2}\right)(\cos \alpha-1)+O\left(d_{P R}^{3}\right)
$$

Dividing by $d_{P R}^{2}$ and $\delta$ and rearranging terms, we get

$$
(1-\delta)(1-\cos \alpha) \leq 4 \delta+4 \delta^{2}+O\left(d_{P Q}\right)
$$

Hence, we see that $\alpha$ is small if $\delta$ is sufficiently small.

Definition 2.1.3. The space of directions $\Sigma_{P}$ at $P \in X$ is the closure of the set of equivalence classes of geodesics emanating from $P$ endowed with the distance function $d_{\Sigma_{P}}([\alpha],[\beta])=\angle(\alpha, \beta)$. Here, $\alpha$ is said to be equivalent to $\beta$ if and only if $\angle(\alpha, \beta)=0$.

Definition 2.1.4. The tangent cone $T_{P}$ is defined to be the set

$$
\Sigma_{P} \times[0, \infty) / \sim
$$

where $\sim$ identifies all element of the form $([\alpha], 0)$ along with a distance function $d_{T_{P}}$ defined by

$$
d_{T_{P}}^{2}(([\gamma], s),([\sigma], t))=s^{2}+t^{2}-2 s t \cos d_{\Sigma_{P}}([\gamma],[\sigma]) .
$$

The equivalence class of $([\alpha], 0)$ will be called the vertex of $T_{P}$.

In this paper, we will usually assume an Alexandrov space $X$ is of finite Hausdorff dimension. In fact, under this condition, Hausdorff dimension can be shown to be always integer-valued (cf. [B1]). The space of directions is also a compact Alexandrov space of curvature bounded below by 1 with diameter less than or equal to $\pi$ and dimension 1 less than that of $X$. The tangent cone, in turn, is an Alexandrov space of curvature bounded below by 0 (cf. [B1]). Finally, we define the notion of an Alexandrov spaces satisfying the Perel'man conjecture given by the following inductive definition.

Definition 2.1.5. Let $X$ be a Alexandrov space. We say that a 1-dimensional Alexandrov space is said to satisfy the Perel'man conjecture if and only if it is a finite interval or a circle. Assuming that we have given the definition an ( $n-1$ )-dimensional compact Alexandrov space $X$ satifying the Perel'man conjecture, we say that an $n$-dimensional compact Alexandrov space satisfies the Perel'man conjecture if every point $P \in X$ has a neighborhood $U_{P}$ (hereafter referred to as a conic neighborhood) which is bi-Lipschitz homeomorphic to a neighborhood of the vertex of a cone over an ( $n-1$ )-dimensional compact Alexandrov space which satisfies the Perel'man conjecture.

Let $X$ be a $n$-dimensional compact Alexandrov space satisfying the Perel'man conjecture. For each $P \in X$, let $U_{P}$ be a conic neighborhood of $P$. Because of the assumption that $X$ is compact, there exists a finite set of point $F \subset X$ so that $\left\{U_{P}\right\}_{P \in F}$ is a covering of $X$. We will refer to $\left\{U_{P}\right\}$ as a finite cover of $X$ by conic
neighborhoods. A number $\lambda>0$ is a Lebesgue number of a finite cover $\left\{U_{P}\right\}_{P \in F}$ if $A \subset U_{P}$ for some $P \in F$ whenever the diameter of $A$ is $\leq \lambda$.

Perel'man Stability Theorem is the following:

Theorem (cf. [P], [K1]) Let $X$ be a compact n-dimensional Alexandrov space of curvature bounded from below by $\kappa$. There exists $\epsilon=\epsilon(X)>0$ so that if $Y$ is an n-dimensional Alexandrov space of curvature bounded from below by $\kappa$ with the Hausdorff-Gromov distance between $X$ and $Y$ less than $\epsilon$, then there exists a homeomorphism between $X$ and $Y$.

Perel'man asserts that there actually exists a bi-Lipschitz homeomorphism between $X$ and $Y$ above. A consequence of Perel'man's claim is that the condition that an $n$-dimensional Alexandrov space satisfies Perel'man's conjecture is actually redundant. This follows immediately from the fact that, for any point $P$ in a $n$ dimensional Alexandrov space $X$, the pointed Hausdorff limit of the scaling $(\lambda X ; P)$ of $X$ is isometric to $\left(T_{P}(X) ; V\right)$. In other words, a small neighborhood around $P$ is close in Hausdorff-Gromov distance to a small neighborhood around $V$ in $T_{P}$ which is a cone over a $(n-1)$-dimensional space of directions.

### 2.2 Sobolev Space $W^{1,2}(\Omega, X)$

We summarize Korevaar and Schoen's Sobolev space theory of [KS1]. Let $\Omega$ be a compact Riemannian domain and $(X, d)$ a complete metric space. A Borel measurable map $u: \Omega \rightarrow X$ is said to be in $L^{2}(\Omega, X)$ if for $P \in X$,

$$
\int_{\Omega} d^{2}(u(x), P) d \mu<\infty
$$

This condition is independent of $P \in X$ by the triangle inequality. For $\epsilon>0$, set $\Omega_{\epsilon}:=\{x \in \Omega: \operatorname{dist}(x, \partial \Omega)>\epsilon\}$ and let $S(x, \epsilon)$ denote the sphere of radius $\epsilon$ centered at $x$ in $\Omega$. Construct the $\epsilon$-approximate energy function $e_{\epsilon}(x): \Omega_{\epsilon} \rightarrow \mathbf{R}$ by

$$
e_{\epsilon}(x)=\frac{1}{\omega_{n}} \int_{S(x, \epsilon)} \frac{d^{2}(u(x), u(y))}{\epsilon^{2}} \frac{d \sigma}{\epsilon^{n-1}}
$$

where $\omega_{n}$ is the volume of the unit sphere in $\mathbf{R}^{n}$. Let $\nu$ be any Borel measure on the interval $(0,2)$ satisfying

$$
\nu \geq 1, \nu((0,2))=1, \int_{0}^{2} \lambda^{-2} d \nu(\lambda)<\infty
$$

Consider an averaged approximate energy density function defined by

$$
{ }_{\nu} e_{\epsilon}(x)= \begin{cases}\int_{0}^{2} e_{\lambda \epsilon}(x) d \nu(\lambda) & \text { for } x \in \Omega_{2 \epsilon} \\ 0 & \text { for } x \in \Omega-\Omega_{2 \epsilon}\end{cases}
$$

Since ${ }_{\nu} e_{\epsilon}(x) \in L^{1}(\Omega)$, we can define a functional $E_{\epsilon}^{u}: C_{c}(\Omega) \rightarrow \mathbf{R}$ by setting

$$
E_{\epsilon}^{u}(f)=\int_{\Omega} f(x)_{\nu} e_{\epsilon}(x) d \mu
$$

We will say that $u$ is a finite energy map or $u \in W^{1,2}(\Omega, X)$ if

$$
E^{u}=\sup _{f \in C_{c}(\Omega), 0 \leq f \leq 1} \limsup _{\epsilon \rightarrow 0} E_{\epsilon}^{u}(f)<\infty
$$

If $u \in W^{1,2}(\Omega, X)$, the measures ${ }_{\nu} e_{\epsilon}(x) d \mu$ converge weakly independently of the choice of $\nu$ to a measure which is absolutely continuous with respect to the Lebesgue measure (cf. Theorems 1.5.1 and 1.10 of $[\mathrm{KS1}]$ ). Hence, there exists a function $|\nabla u|^{2}$, called the energy density, so that $e_{\epsilon} d \mu \rightharpoonup|\nabla u|^{2} d \mu$.

Let $\Gamma(T \bar{\Omega})$ be the set of Lipschitz tangent vector fields on $\bar{\Omega}$. The directional energy density $\left|u_{*}(Z)\right|^{2}$ for $Z \in \Gamma(T \bar{\Omega})$ is defined similarly. We denote $x+\epsilon Z$ to be
the flow along $Z$ at time $\epsilon$ with initial point $x$. Define

$$
{ }^{Z} e_{\epsilon}(x)=\frac{d^{2}(u(x), u(x+\epsilon Z))}{\epsilon^{2}} .
$$

If $u \in W^{1,2}(\Omega, X)$, then ${ }^{Z} e_{\epsilon} d \mu \rightharpoonup\left|u_{*}(Z)\right|^{2} d \mu$ (cf. Theorems 1.8.1 and 1.9.6 of [KS1]). We set

$$
\left|u_{*}(Z)\right|=\sqrt{\left|u_{*}(Z)\right|^{2}} .
$$

and note that this notation is justified by Theorem 1.9.6 of [KS1]. For almost every $x \in \Omega$,

$$
|\nabla u|^{2}(x)=\frac{1}{\omega_{n}} \int_{S^{n-1}}\left|u_{*}(\omega)\right|^{2} d \sigma(\omega)
$$

where $S^{n-1} \subset T_{x} \Omega$ is the unit sphere (cf. (1.10v) of [KS1]). Lastly,

$$
\left|u_{*}(h Z)\right|^{2}=|h|^{2}\left|u_{*}(Z)\right|^{2}
$$

for $h \in C^{0,1}(\bar{\Omega})$ (cf. Theorem 1.11 of [KS1]).
If $\Omega$ is a Lipschitz domain and $u \in W^{1,2}(\Omega, X)$, then there exists a well-defined notion of a trace of $u$, denoted $\operatorname{Tr}(u)$, which is an element of $L^{2}(\partial \Omega, X)$. Two maps $u, v \in W^{1,2}(\Omega, X)$ have the same trace (i.e. $\left.\operatorname{Tr}(u)=\operatorname{Tr}(v)\right)$ if and only if $d(u(x), v(x)) \in W_{0}^{1,2}(\Omega)$ (cf. Theorem 1.12.2 of [KS1]).

We will also need the following lemmas. For notational simplicity, we set

$$
D_{\epsilon}(Z, W)=\frac{d(u(x+\epsilon Z), u(x+\epsilon W))}{\epsilon}, \quad Z, W \in \Gamma(T \bar{\Omega}) .
$$

Lemma 2.2.1. Let $V \in \Gamma(T \bar{\Omega})$ and $f \in C_{c}(\Omega), f \geq 0$. Then $\sqrt{f} D_{\epsilon}(0, V)$ converges to $\sqrt{f}\left|u_{*}(V)\right|$ pointwise almost everywhere, in $L^{2}$ and in $L^{2}$-norm, i.e.

$$
\begin{aligned}
& f D_{\epsilon}^{2}(0, V) \rightarrow f\left|u_{*}(V)\right|^{2} \quad \text { a.e. } \\
& \int_{\Omega} f\left(D_{\epsilon}(0, V)-\left|u_{*}(V)\right|\right)^{2} \rightarrow 0
\end{aligned}
$$

and

$$
\begin{equation*}
\int_{\Omega} f D_{\epsilon}^{2}(0, V) \rightarrow \int_{\Omega} f\left|u_{*}(V)\right|^{2} \tag{2.6}
\end{equation*}
$$

Proof. The convergence in $L^{2}$-norm follows from Theorem 1.8.1 of [KS1]. To see the pointwise a.e. convergence, first observe that (1.9 xix) of [KS1] implies that $\left|u_{*}(V)\right|=0$ almost everywhere on $\{x: V(x)=0\}$. Since $D_{\epsilon}(0, V)=0$ on this set, we only need to verify the convergence on $\{x: V(x) \neq 0\}$. After applying a $C^{1,1}$ change of coordinates from the initial coordinate chart, we can assume that $Z$ is a coordinate direction. Thus Lemma 1.9.5 of $[\mathrm{KS} 1]$ implies that $D_{\epsilon}^{2}(0, V) \rightarrow\left|u_{*}(V)\right|^{2}$ almost everywhere. The fact that $\sqrt{f} D_{\epsilon}(0, V)$ converges to $\sqrt{f}\left|u_{*}(V)\right|$ in $L^{2}$ follows immediately from the other two convergence statements.

Lemma 2.2.2. Let $V, U \in \Gamma(T \bar{\Omega})$ and $f \in C_{c}(\Omega), f \geq 0$. Then as $\epsilon \rightarrow 0$, we have

$$
\begin{gather*}
\int_{\Omega} f\left(D_{\epsilon}(0, V)-D_{\epsilon}(U, U+V)\right)^{2} \rightarrow 0  \tag{2.7}\\
\int_{\Omega} f D_{\epsilon}^{2}(U, U+V) d \mu \rightarrow \int_{\Omega} f\left|u_{*}(V)\right|^{2} d \mu \tag{2.8}
\end{gather*}
$$

and

$$
\begin{equation*}
f D_{\epsilon}^{2}(U, U+V) \rightarrow\left|u_{*}(V)\right|^{2} \quad \text { a.e. } \tag{2.9}
\end{equation*}
$$

Proof. For this proof, we set $D_{\epsilon}=D_{\epsilon}(0, V), D=\left|u_{*}(V)\right|$ and $T_{\epsilon} \varphi(x)=\varphi(x+\epsilon U)$ for any function $\varphi: \Omega \rightarrow \mathbf{R}$. To see why (2.7) is true, first note that $T_{\epsilon} D_{\epsilon}=D_{\epsilon}(U, U+V)$ and

$$
\begin{aligned}
\sqrt{f} T_{\epsilon} D_{\epsilon} & =T_{\epsilon}\left(T_{-\epsilon} \sqrt{f}\right) T_{\epsilon} D_{\epsilon} \\
& =T_{\epsilon}\left(\sqrt{f}-\left(\sqrt{f}-T_{-\epsilon} \sqrt{f}\right)\right) T_{\epsilon} D_{\epsilon} \\
& =T_{\epsilon}\left(\sqrt{f} D_{\epsilon}\right)+\left(T_{\epsilon} \sqrt{f}-\sqrt{f}\right) T_{\epsilon} D_{\epsilon}
\end{aligned}
$$

Thus, denoting the $L^{2}$ norm by $\|\cdot\|_{2}$, we obtain

$$
\left\|\sqrt{f} T_{\epsilon} D_{\epsilon}-\sqrt{f} D_{\epsilon}\right\|_{2} \leq\left\|T_{\epsilon}\left(\sqrt{f} D_{\epsilon}\right)-\sqrt{f} D_{\epsilon}\right\|_{2}+\left\|\left(T_{\epsilon} \sqrt{f}-\sqrt{f}\right) T_{\epsilon} D_{\epsilon}\right\|_{2}
$$

Furthermore, several application of the the triangle inequality yields

$$
\begin{aligned}
&\left\|\sqrt{f} T_{\epsilon} D_{\epsilon}-\sqrt{f} D_{\epsilon}\right\|_{2} \\
& \leq\left\|T_{\epsilon}\left(\sqrt{f} D_{\epsilon}\right)-\sqrt{f} D\right\|_{2}+\left\|\sqrt{f} D-\sqrt{f} D_{\epsilon}\right\|_{2}+\left\|\left(T_{\epsilon} \sqrt{f}-\sqrt{f}\right) T_{\epsilon} D_{\epsilon}\right\|_{2} \\
& \leq\left\|T_{\epsilon}\left(\sqrt{f} D_{\epsilon}\right)-T_{\epsilon}(\sqrt{f} D)\right\|_{2}+\left\|T_{\epsilon}(\sqrt{f} D)-\sqrt{f} D\right\|_{2} \\
&+\left\|\sqrt{f} D-\sqrt{f} D_{\epsilon}\right\|_{2}+\left\|\left(T_{\epsilon} \sqrt{f}-\sqrt{f}\right) T_{\epsilon} D_{\epsilon}\right\|_{2} \\
& \leq\left\|T_{\epsilon}(\sqrt{f} D)-\sqrt{f} D\right\|_{2}+2\left\|\sqrt{f} D-\sqrt{f} D_{\epsilon}\right\|_{2}+\left\|\left(T_{\epsilon} \sqrt{f}-\sqrt{f}\right) T_{\epsilon} D_{\epsilon}\right\|_{2}
\end{aligned}
$$

As $\epsilon \rightarrow 0$, the first term on the right hand side converges to 0 since $\sqrt{f} D \in L^{2}(\Omega)$, the second term by Lemma 2.2 .1 and the third term since $T_{\epsilon} \sqrt{f} \rightarrow \sqrt{f}$ uniformly. Thus, we have established (2.7).

To see why (2.8) is true, one can use the change of coordinates method outlined in the proof of Lemma 2.3.1 of [KS1]. The convergence of (2.9) follows immediately from (2.7) and (2.8).

Lemma 2.2.3. Let $V, U \in \Gamma(T \bar{\Omega})$ and $f \in C_{c}(\Omega), f \geq 0$. Then for all $\eta>0$ there exists $\epsilon_{0}, \delta>0$ such that for all $\tilde{\Omega} \subset \Omega$ with $\mu(\tilde{\Omega})<\delta$ and $\epsilon<\epsilon_{0}$, we have

$$
\begin{equation*}
\int_{\tilde{\Omega}} f(x) D_{\epsilon}^{2}(0, V) d x<\eta \text { and } \int_{\tilde{\Omega}} f(x) D_{\epsilon}^{2}(U, U+V) d x<\eta \tag{2.10}
\end{equation*}
$$

Proof. We use the notation of the proof of Lemma 2.2.2. Since $f D^{2}$ is a non-negative integrable function on $\Omega$, there exists $\delta>0$ such that if $\mu(\tilde{\Omega})<\delta$ then

$$
2 \int_{\tilde{\Omega}} f D^{2}<\frac{\eta}{2}
$$

By Lemma 2.2.1, there exists $\epsilon_{0}>0$ such that if $\epsilon<\epsilon_{0}$, then

$$
2 \int_{\tilde{\Omega}}\left(\sqrt{f} D_{\epsilon}-\sqrt{f} D\right)^{2} \leq 2 \int_{\Omega}\left(\sqrt{f} D_{\epsilon}-\sqrt{f} D\right)^{2}<\frac{\eta}{2} .
$$

Thus, the first inequality of (2.10) follows by observing that

$$
\int_{\tilde{\Omega}} f D_{\epsilon}^{2}=\int_{\tilde{\Omega}}\left(\sqrt{f}\left(D+D_{\epsilon}-D\right)\right)^{2} \leq 2 \int_{\tilde{\Omega}} f D^{2}+2 \int_{\tilde{\Omega}}\left(\sqrt{f} D_{\epsilon}-\sqrt{f} D\right)^{2}
$$

The second inequality follows from

$$
\begin{aligned}
& \int_{\tilde{\Omega}} f D_{\epsilon} T_{\epsilon} D_{\epsilon} \\
& \quad=\int_{\tilde{\Omega}} f D_{\epsilon}^{2}+\int_{\tilde{\Omega}} f D_{\epsilon}\left(T_{\epsilon} D_{\epsilon}-D_{\epsilon}\right) \\
& \quad \leq \int_{\tilde{\Omega}} f D_{\epsilon}^{2}+\left(\int_{\tilde{\Omega}} f D_{\epsilon}^{2}\right)^{1 / 2}\left(\int_{\tilde{\Omega}} f\left(T_{\epsilon} D_{\epsilon}-D_{\epsilon}\right)^{2}\right)^{1 / 2}
\end{aligned}
$$

and the observation that the second term converges to 0 as $\epsilon \rightarrow 0$ by Lemma 2.2.2.

## Chapter 3

## The Dirichlet Problem

We let $D$ be a unit disk in the plane. The Dirichlet Problem for an Alexandrov space $X$ is formulated as follows:

The Dirichlet Problem Let $\psi \in W^{1,2}(D, X)$ and define $W_{\psi}^{1,2}=\left\{v \in W^{1,2}(D, X)\right.$ : $\operatorname{Tr}(v)=\operatorname{Tr}(\psi)\}$. Let $E_{\psi}=\inf \left\{E^{v}: v \in W_{\psi}^{1,2}\right\}$. Find $u \in W_{\psi}^{1,2}$ such that $E^{u}=E_{\psi}$.

If $u \in W^{1,2}(D, X)$ has the property that $E^{u} \leq E^{v}$ for any $v \in W^{1,2}(D, X)$ with $\operatorname{Tr}(v)=\operatorname{Tr}(u)$, then $u$ will be referred to as a Dirichlet solution (for the boundary data $\operatorname{Tr}(u)$ ). We first establish the following existence result:

Theorem 3.0.4. Given any $\psi \in W^{1,2}(D, X)$, there exists a Dirichlet solution $u \in$ $W_{\psi}^{1,2}(D, X)$.

Proof. The proof is an easy application of the results of Chapter 1 in [KS1]. We take a sequence of maps $\left\{u_{k}\right\} \subset W_{\psi}^{1,2}(D, X)$ such that $E^{u_{k}}$ converges to $E_{\psi}$. Since our spaces are compact, there exists $C>0$ so that

$$
\int_{D} d^{2}\left(u_{k}(x), Q\right) d \mu(x)+E^{u_{k}} \leq C
$$

By the precompactness theorem (Theorem 1.13 of [KS1]), there exists a subsequence $\left\{u_{k_{i}}\right\}$ that converges in $L^{2}(D, X)$ to $u \in W^{1,2}(D, X)$. By the lower semicontinuity of energy (Theorem 1.6.1 of [KS1]) and the trace theory (Theorem 1.12.2 of [KS1]), $E^{u}=E_{\psi}$ and $\operatorname{Tr}(u)=\operatorname{Tr}(\psi)$.

The rest of this section is devoted to the regularity issues of the Dirichlet solution.

### 3.1 The Interior Hölder Continuity

The goal of this subsection is to prove:

Theorem 3.1.1. Let $X$ be a finite dimensional compact Alexandrov space satisfying the Perel'man conjecture. Let $u \in W^{1,2}(D, X)$ be a Dirichlet solution. Then for each $R \in(0,1)$, there exists $C$ and $\alpha$ dependent only on $R, E^{u}$ and $X$ so that

$$
d\left(u\left(z_{1}\right), u\left(z_{2}\right)\right) \leq C\left|z_{1}-z_{2}\right|^{\alpha}, \forall z_{1}, z_{2} \in D_{R}(0)
$$

Here, $D_{R}\left(z_{0}\right) \subset \mathbf{R}^{2}$ is the disk of radius $R$ centered at $z_{0}$. In particular, $D_{1}(0)=D$. Before we prove Theorem 3.1.1, we will need several preliminary lemmas. In the following, let $\Pi$ be a compact Alexandrov space. We define two metric spaces $\mathcal{P}(\Pi)$ and $\mathcal{C}(\Pi)$ associated with $\Pi$. The first is the product of $\Pi$ with $\mathbf{R}$; more precisely, $\mathcal{P}(\Pi)$ is the set

$$
\Pi \times \mathbf{R}=\{(P, t): P \in X, t \in \mathbf{R}\}
$$

endowed with the distance function $d_{\mathcal{P}}$ defined by

$$
d_{\mathcal{P}}^{2}((P, t),(Q, s))=d^{2}(P, Q)+(t-s)^{2} .
$$

For any $r_{1}, r_{2} \in[0, \infty)$ with $r_{1}<r_{2}$, we define the truncated product space as

$$
\mathcal{P}\left(\Pi, r_{1}, r_{2}\right)=\left\{(P, t) \in \mathcal{P}(\Pi): r_{1}<t<r_{2}\right\} .
$$

The second space is the cone over $\Pi$; more precisely, $\mathcal{C}(\Pi)$ is the set

$$
\Pi \times[0, \infty) / \sim \text { where }(P, 0) \sim(Q, 0)
$$

endowed with the distance function $d_{\mathcal{C}}$ defined by

$$
d_{\mathcal{C}}^{2}((P, t),(Q, s))=t^{2}+s^{2}-2 t s \cos d(P, Q)
$$

The vertex of $\mathcal{C}(\Pi)$ (i.e. any point of the form $(P, 0)$ ) will be denoted $\mathbf{O}$. For any $r_{1}, r_{2} \in[0, \infty)$ with $r_{1}<r_{2}$, we define the truncated cone as

$$
\mathcal{C}\left(\Pi, r_{1}, r_{2}\right)=\left\{(P, t) \in \mathcal{C}(\Pi): r_{1}<t<r_{2}\right\} .
$$

Given a map $u \in W^{1,2}(D, \mathcal{P}(\Pi))$ (resp. $u \in W^{1,2}(D, \mathcal{C}(\Pi))$ ) we will denote energy, energy density function and directional energy function by $E_{\mathcal{P}}^{u},|\nabla u|_{\mathcal{P}}^{2}$ and $\left|u_{*}(V)\right|_{\mathcal{P}}^{2}$ (resp. $E_{\mathcal{C}}^{u},|\nabla u|_{\mathcal{C}}^{2}$ and $\left.\left|u_{*}(V)\right|_{\mathcal{C}}^{2}\right)$ to avoid confusion.

If $0<r_{1}<r_{2}<\infty$, then $u \in W^{1,2}(D, \mathcal{P}(\Pi))$ if and only if $u \in W^{1,2}(D, \mathcal{C}(\Pi))$. In fact, a simple computation shows that there exists

$$
\begin{equation*}
L=L\left(r_{1}, r_{2}\right) \tag{3.1}
\end{equation*}
$$

so that

$$
\frac{1}{\sqrt{L}} d_{\mathcal{P}}(P, Q) \leq d_{\mathcal{C}}(P, Q) \leq \sqrt{L} d_{\mathcal{P}}(P, Q)
$$

and hence

$$
\frac{1}{L} E_{\mathcal{P}}^{u} \leq E_{\mathcal{C}}^{u} \leq L E_{\mathcal{P}}^{u}
$$

Lemma 3.1.2. Given a finite dimensional compact Alexandrov space $X$ satisfying Perel'man's conjecture, a finite cover of $X$ by conic neighborhoods and $\lambda$ the Lebesgue number of this cover, there exists $\kappa$ depending only on $X$ so that if $u \in W^{1,2}(D, X)$ is a Dirichlet solution, $\operatorname{Tr}(u)=\gamma \in W^{1,2}(\partial D, X)$ and

$$
\begin{equation*}
\int_{\partial D}\left|\gamma_{*}\left(\frac{\partial}{\partial \theta}\right)\right|^{2} d \theta<\frac{\lambda^{2}}{2 \pi}, \tag{3.2}
\end{equation*}
$$

then

$$
\begin{equation*}
E^{u} \leq \kappa \int_{\partial D}\left|\gamma_{*}\left(\frac{\partial}{\partial \theta}\right)\right|^{2} d \theta \tag{3.3}
\end{equation*}
$$

Proof. We prove this by an induction on the dimension of $X$. We first verify the inductive step. Assume Lemma 3.1.2 is true whenever the dimension is $n$ and suppose that the dimension of $X$ is $n+1$. Let $\left\{U_{p}\right\}_{p \in F}$ be a finite cover of $X$ by conic neighborhoods and $\lambda$ be its Lebesgue number. By the definition of conic neighborhoods, for each $p \in F$, there exists a bi-Lipshitz map

$$
\varphi_{p}: U_{p} \rightarrow \varphi_{p}\left(U_{p}\right) \subset \mathcal{C}\left(\Pi_{p}\right)
$$

where we refer to $\Pi_{p}$ by an abuse of notation as the space of directions at $p$ of $X$. For each $p \in F$, let $\left\{V_{q}^{p}\right\}_{q \in F_{p}}$ be a finite cover $\Pi_{p}$ by conic neighborhoods and $\lambda_{p}$ be its Lebesgue number. Let

$$
\varphi_{q}^{p}: U_{q}^{p} \rightarrow \varphi_{q}^{p}\left(V_{q}^{p}\right) \subset \mathcal{C}\left(\Pi_{q}^{p}\right)
$$

be a bi-Lipschitz map where $\Pi_{q}^{p}$ is the space of directions at $q$ of $\Pi_{p}$. Let $K, \eta$ be sufficiently large so that for all $p \in F$ and $P, Q \in U_{p}$,

$$
\begin{equation*}
\frac{1}{\sqrt{K}} d(P, Q) \leq d_{C}\left(\varphi_{p}(P), \varphi_{p}(Q)\right) \leq \sqrt{K} d(P, Q) \tag{3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\frac{1}{\eta}}{L\left(1-\frac{1}{\eta}\right)} \leq \min _{p \in F} \lambda_{p} \text { and } \frac{\pi}{\eta}<\frac{1}{4} \tag{3.5}
\end{equation*}
$$

where $L=L\left(\frac{1}{2}, \frac{3}{2}\right)$ as in (3.1). The assumption (3.2) implies

$$
\int_{\partial D}\left|\gamma_{*}\left(\frac{\partial}{\partial \theta}\right)\right| d \theta \leq \sqrt{2 \pi}\left(\int_{\partial D}\left|\gamma_{*}\left(\frac{\partial}{\partial \theta}\right)\right|^{2} d \theta\right)^{1 / 2} \leq \lambda
$$

Therefore, the image of $\gamma$ is contained in $U_{p}$ for some $p \in F$ and we can let

$$
\sigma=\varphi_{p} \circ \gamma: \partial D \rightarrow \varphi_{p}\left(U_{p}\right) \subset \mathcal{C}\left(\Pi_{p}\right)
$$

We will write $\sigma=\left(\sigma_{1}, \sigma_{2}\right)$ where $\sigma_{1}: \partial D \rightarrow \Pi_{p}$ and $\sigma_{2}: \partial D \rightarrow \mathbf{R}$ are the natural projection maps. We consider two cases:

Case 1. $\exists \theta_{0} \in \partial D$ such that

$$
\begin{equation*}
d_{\mathcal{C}}^{2}\left(\sigma\left(\theta_{0}\right), \mathbf{O}\right) \leq \eta \int_{\partial D}\left|\sigma_{*}\left(\frac{\partial}{\partial \theta}\right)\right|_{\mathcal{C}}^{2} d \theta \tag{3.6}
\end{equation*}
$$

Let $(r, \theta)$ be the polar coordinates of $D$ and define $\psi=\left(\psi_{1}, \psi_{2}\right): D \rightarrow \mathcal{C}(\Pi)$ by setting

$$
\psi(r, \theta):=\left(\sigma_{1}(\theta), r \sigma_{2}(\theta)\right)
$$

It is clear by construction that $\psi \in W^{1,2}(D, \mathcal{C}(\Pi))$ and $\operatorname{Tr}(\psi)=\sigma$. Furthermore, we have

$$
\begin{equation*}
d_{\mathcal{C}}^{2}\left(\psi\left(r_{1}, \theta\right), \psi\left(r_{2}, \theta\right)\right)=\left|r_{1}-r_{2}\right|^{2} d_{\mathcal{C}}^{2}(\sigma(\theta), \mathbf{O}) \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
d_{\mathcal{C}}^{2}\left(\psi\left(r, \theta_{1}\right), \psi\left(r, \theta_{2}\right)\right)=r^{2} d_{\mathcal{C}}^{2}\left(\sigma\left(\theta_{1}\right), \sigma\left(\theta_{2}\right)\right) \tag{3.8}
\end{equation*}
$$

by the definition of $\psi$ and the definition of the distance function $d_{\mathcal{C}}$. If we divide (3.7) by $\left|r_{1}-r_{2}\right|^{2}$ and (3.8) by $\left|\theta_{1}-\theta_{2}\right|^{2}$ and take the limit as $r_{1} \rightarrow r_{2}, \theta_{1} \rightarrow \theta_{2}$, we obtain (cf. section 1.9 of [KS1])

$$
\begin{equation*}
\left|\psi_{*}\left(\frac{\partial}{\partial r}\right)\right|_{\mathcal{C}}^{2}(r, \theta)=d_{\mathcal{C}}^{2}(\sigma(\theta), \mathbf{O}) \text { and }\left|\psi_{*}\left(\frac{\partial}{\partial \theta}\right)\right|_{\mathcal{C}}^{2}(r, \theta)=r^{2}\left|\sigma_{*}\left(\frac{\partial}{\partial \theta}\right)\right|_{\mathcal{C}}^{2}(\theta) \text { for a.e. }(r, \theta) \tag{3.9}
\end{equation*}
$$

From the triangle inequality and (3.6), we see that

$$
\begin{aligned}
d_{\mathcal{C}}^{2}(\sigma(\theta), \mathbf{O}) & \leq\left(d_{\mathcal{C}}\left(\sigma\left(\theta_{0}\right), \mathbf{O}\right)+d_{\mathcal{C}}\left(\sigma(\theta), \sigma\left(\theta_{0}\right)\right)\right)^{2} \\
& \leq 2\left(d_{\mathcal{C}}^{2}\left(\sigma\left(\theta_{0}\right), \mathbf{O}\right)+d_{\mathcal{C}}^{2}\left(\sigma(\theta), \sigma\left(\theta_{0}\right)\right)\right) \\
& \leq 2\left(\eta \int_{\partial D}\left|\sigma_{*}\left(\frac{\partial}{\partial \theta}\right)\right|_{\mathcal{C}}^{2} d \theta+\left(\int_{\theta_{0}}^{\theta}\left|\sigma_{*}\left(\frac{\partial}{\partial \theta}\right)\right|_{\mathcal{C}} d \theta\right)^{2}\right) \\
& \leq 2(\eta+2 \pi) \int_{\partial D}\left|\sigma_{*}\left(\frac{\partial}{\partial \theta}\right)\right|_{\mathcal{C}}^{2} d \theta .
\end{aligned}
$$

Thus, (3.9) along with the above inequality gives us

$$
\begin{aligned}
E_{c}^{\psi} & =\int_{\partial D} \int_{0}^{1}\left(\left|\psi_{*}\left(\frac{\partial}{\partial r}\right)\right|_{\mathcal{C}}^{2}+\frac{1}{r^{2}}\left|\psi_{*}\left(\frac{\partial}{\partial \theta}\right)\right|_{\mathcal{C}}^{2}\right) r d r d \theta \\
& =\int_{\partial D} \int_{0}^{1}\left(d_{\mathcal{C}}^{2}(\sigma(\theta), \mathbf{O})+\left|\sigma_{*}\left(\frac{\partial}{\partial \theta}\right)\right|_{\mathcal{C}}^{2}(\theta)\right) r d r d \theta \\
& \leq \Lambda \int_{\partial D}\left|\sigma_{*}\left(\frac{\partial}{\partial \theta}\right)\right|_{\mathcal{C}}^{2}
\end{aligned}
$$

for some constant $\Lambda$ dependent only on $\eta$.

Case 2. $\forall \theta \in \partial D$,

$$
d_{\mathcal{C}}^{2}(\sigma(\theta), \mathbf{O})>\eta \int_{\partial D}\left|\sigma_{*}\left(\frac{\partial}{\partial \theta}\right)\right|_{\mathcal{C}}^{2} d \theta
$$

Integrating over $\theta \in \partial D$, we obtain

$$
\frac{1}{2 \pi} \int_{\partial D} d_{\mathcal{C}}^{2}(\sigma, \mathbf{O}) d \theta>\eta \int_{\partial D}\left|\sigma_{*}\left(\frac{\partial}{\partial \theta}\right)\right|_{\mathcal{C}}^{2} d \theta
$$

or

$$
\frac{1}{\frac{1}{2 \pi} \int_{\partial D} d_{\mathcal{C}}^{2}(\sigma, \mathbf{O}) d \theta} \int_{\partial D}\left|\sigma_{*}\left(\frac{\partial}{\partial \theta}\right)\right|_{\mathcal{C}}^{2} d \theta<\frac{1}{\eta} .
$$

If we define $\tilde{\sigma}=\left(\tilde{\sigma}_{1}, \tilde{\sigma}_{2}\right): \partial D \rightarrow \mathcal{C}\left(\Pi_{p}\right)$ by

$$
\left(\tilde{\sigma}_{1}(\theta), \tilde{\sigma}_{2}(\theta)\right)=\left(\sigma_{1}(\theta), \frac{1}{\frac{1}{2 \pi} \int_{\partial D} d_{\mathcal{C}}^{2}(\sigma, \mathbf{O}) d \theta} \sigma_{2}(\theta)\right)
$$

then we have

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{\partial D} d^{2}(\tilde{\sigma}(\theta), \mathbf{O})=1 \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\partial D}\left|\tilde{\sigma}_{*}\left(\frac{\partial}{\partial \theta}\right)\right|_{\mathcal{C}}^{2} d \theta<\frac{1}{\eta} \tag{3.11}
\end{equation*}
$$

Now note that $\tilde{\sigma}$ is continuous; indeed, for any $\theta, \theta^{\prime} \in \partial D$,
$d_{\mathcal{C}}\left(\tilde{\sigma}(\theta), \tilde{\sigma}\left(\theta^{\prime}\right)\right) \leq \int_{\theta}^{\theta^{\prime}}\left|\tilde{\sigma}_{*}\left(\frac{\partial}{\partial \theta}\right)\right|_{\mathcal{C}} d \theta \leq\left(\int_{\partial D}\left|\tilde{\sigma}_{*}\left(\frac{\partial}{\partial \theta}\right)\right|_{\mathcal{C}}^{2} d \theta\right)^{1 / 2}\left|\theta-\theta^{\prime}\right|^{1 / 2} \leq \frac{1}{\sqrt{\eta}}\left|\theta-\theta^{\prime}\right|^{1 / 2}$.
Thus, (3.10) implies there exists $\theta^{\prime} \in \partial D$ so that $d_{\mathcal{C}}\left(\tilde{\sigma}\left(\theta^{\prime}\right), \mathbf{O}\right)=1$. Furthermore, that fact that $\left|\theta-\theta^{\prime}\right| \leq \pi$ implies that

$$
d_{\mathcal{C}}\left(\tilde{\sigma}(\theta), \tilde{\sigma}\left(\theta^{\prime}\right)\right)<\sqrt{\frac{\pi}{\eta}}<\frac{1}{2}
$$

by choice of $\eta$ in (3.5). Thus,

$$
\left|1-d_{\mathcal{C}}(\tilde{\sigma}(\theta), \mathbf{O})\right|=\left\lvert\, d_{\mathcal{C}}\left(\tilde{\sigma}\left(\theta^{\prime}\right)-d_{\mathcal{C}}(\tilde{\sigma}(\theta), \mathbf{O}) \left\lvert\, \leq d_{\mathcal{C}}\left(\tilde{\sigma}(\theta), \tilde{\sigma}\left(\theta^{\prime}\right)\right)<\frac{1}{2}\right.\right.\right.
$$

which implies

$$
\frac{1}{2}<d_{\mathcal{C}}(\tilde{\sigma}(\theta), \mathbf{O}) \leq \frac{3}{2}
$$

Let $v_{1}: D \rightarrow \Pi_{p}$ be the Dirichlet solution with $\operatorname{Tr}\left(v_{1}\right)=\tilde{\sigma}_{1}$ and $v_{2}: D \rightarrow \mathbf{R}$ be the Dirichlet solution with $\operatorname{Tr}\left(v_{2}\right)=\tilde{\sigma_{2}}$. Since the dimension of $\Pi_{p}$ is $n$, the inductive hypothesis implies that exists constant $\kappa^{\prime}$ so that

$$
E_{\Pi_{p}}^{v_{1}} \leq \kappa^{\prime} \int_{\partial D}\left|\left(\tilde{\sigma}_{1}\right)_{*}\left(\frac{\partial}{\partial \theta}\right)\right|_{\Pi_{p}}^{2} d \theta
$$

where we have used the subscript to denote quantities associated to the metric space $\Pi_{p}$. If we let $v=\left(v_{1}, v_{2}\right) \in \mathcal{P}\left(\Pi_{p}\right)$, then the definition of a product space immediately implies that

$$
E_{\mathcal{P}}^{v} \leq\left(\kappa^{\prime}+1\right) \int_{\partial D}\left|\tilde{\sigma}_{*}\left(\frac{\partial}{\partial \theta}\right)\right|_{\mathcal{P}}^{2} d \theta
$$

which in turn implies that

$$
E_{\mathcal{C}}^{v} \leq L^{2}\left(\kappa^{\prime}+1\right) \int_{\partial D}\left|\tilde{\sigma}_{*}\left(\frac{\partial}{\partial \theta}\right)\right|_{\mathcal{C}}^{2} d \theta
$$

If we define $w=\left(w_{1}, w_{2}\right)=\left(v_{1}, \frac{1}{2 \pi} \int_{\partial D} d_{\mathcal{C}}(\sigma, \mathbf{O}) d \theta \cdot v_{2}\right)$, then $\operatorname{Tr}(w)=\sigma$ and

$$
E_{\mathcal{C}}^{w} \leq L^{2}\left(\kappa^{\prime}+1\right) \int_{\partial D}\left|\sigma_{*}\left(\frac{\partial}{\partial \theta}\right)\right|_{\mathcal{C}}^{2} d \theta
$$

Finally, using the definition of $K$, we see that

$$
E^{u} \leq E_{\mathcal{P}}^{\varphi_{p} \circ w} \leq K^{2} L^{2}\left(\kappa^{\prime}+1\right) \int_{\partial D}\left|\gamma_{*}\left(\frac{\partial}{\partial \theta}\right)\right|^{2} d \theta
$$

By letting $\kappa=\max \left\{\Lambda, K^{2} L^{2}\left(\kappa^{\prime}+1\right)\right\}$, we have verified the inductive step.
Now assume that that the dimension of $X$ is 2 . Then the space of direction at any point of $X$ is either an interval or a circle and we can follow the proof of the inductive step to prove the base case of the inductive argument.

To summarize, we have demonstrated that if $u$ is an energy minimizing map with Sobolev trace map $\gamma$ which is small in energy, then we have an estimate of the energy of $u$ in terms of its trace. We use this fact along with the Morrey's Energy Decay Lemma for maps into $X$ to prove Hölder continuity. We let $D_{R}\left(z_{0}\right)$ denote the disk of radius $R$ centered at $z_{0}$ and $E^{u}\left[D_{r}\left(z_{0}\right)\right]$ the energy of $u$ in the disk $D_{r}\left(z_{0}\right)$.

Lemma 3.1.3 (Morrey). Let $u \in W^{1,2}(D, X)$ satisfy

$$
\begin{equation*}
E^{u}\left[D_{r}\left(z_{0}\right)\right] \leq C_{R}^{2} r^{2 \alpha}, 0 \leq r<1-R \tag{3.12}
\end{equation*}
$$

for each $z_{0} \in D_{R}(0) \subset D$ where $C_{R}$ is a constant depending on $R$. Then there exists a constant $K$ so that for every $z_{1}, z_{2} \in D_{R}(0)$,

$$
d\left(u\left(z_{1}\right), u\left(z_{2}\right)\right) \leq K C_{R}\left|z_{1}-z_{2}\right|^{\alpha} .
$$

Proof. Using the Sobolev theory of maps into metric space targets developed in Chapter 1 of [KS1], the assertion of the lemma follows from Morrey's argument in [Mo].

Proof of Theorem 3.1.1. Fix a finite cover of $X$ by conic neighborhood and let $\lambda$ be its Lebesgue number. Let $R \in(0,1)$ and let $z_{0} \in D_{R}$. By [KS1] Section 1.9, $u$ restricted to $\partial D_{r}\left(z_{0}\right)$ is absolutely continuous and $W^{1,2}$ for almost every choice of such $r \in(0,1-R)$. Let $s$ be the arclength parameter of $\partial D_{r}\left(z_{0}\right)$ and $\hat{u}$ be the composition of $u$ with the dilation and translation of the plane which takes $D_{r}\left(z_{0}\right)$ to $D$. If $\int_{\partial D_{r}\left(z_{0}\right)}\left|u_{*}\left(\frac{\partial}{\partial s}\right)\right|^{2} d s<\frac{\lambda}{r}$, then change of variables $s=r \theta$ gives $\int_{\partial D}\left|\hat{u}_{*}\left(\frac{\partial}{\partial \theta}\right)\right|^{2} d \theta<\lambda$. By Lemma 3.1.2 and invariance of the energy under conformal transformation, we obtain

$$
E^{u}\left[D_{r}\left(z_{0}\right)\right]=E^{\hat{u}} \leq \kappa \int_{\partial D}\left|\hat{u}_{*}\left(\frac{\partial}{\partial \theta}\right)\right|^{2} d \theta \leq r \kappa \int_{\partial D_{r}\left(z_{0}\right)}\left|u_{*}\left(\frac{\partial}{\partial s}\right)\right|^{2} d s=r \frac{d}{d r} E^{u}\left[D_{r}\left(z_{0}\right)\right] .
$$

If

$$
\int_{\partial D_{r}\left(z_{0}\right)}\left|u_{*}\left(\frac{\partial}{\partial s}\right)\right|^{2} d s \geq \frac{\lambda}{r},
$$

then

$$
E^{u}\left[D_{r}\left(z_{0}\right)\right] \leq r \frac{E^{u}}{\lambda} \int_{\partial D_{r}\left(z_{0}\right)}\left|u_{*}\left(\frac{\partial}{\partial \theta}\right)\right|^{2} d \theta
$$

Thus, for almost every $r \in(0,1-R)$,

$$
E^{u}\left[D_{r}\left(z_{0}\right)\right] \leq \max \left\{\kappa, \frac{E^{u}}{\lambda}\right\} r \int_{\partial D_{r}\left(z_{0}\right)}\left|u_{*}\left(\frac{\partial}{\partial \theta}\right)\right|^{2}(r, \theta) d \theta=\max \left\{\kappa, \frac{E^{u}}{\lambda}\right\} r \frac{d}{d r} E^{u}\left[D_{r}\left(z_{0}\right)\right]
$$

Integrating the differential inequality and letting $C_{R}^{2}=\max \left\{\kappa, \frac{E^{u}}{\lambda}\right\}$ gives us the estimate needed to employ Lemma 3.1.3. Q.E.D.

### 3.2 Boundary Regularity

The goal of this section is to prove:

Theorem 3.2.1. Let $\gamma \in C^{0}(\partial D, X)$ be a continuous map and $u \in W^{1,2}(D, X)$ be its Dirichlet solution. Then $u$ is continuous in $\bar{D}$.

To prove the boundary regularity, we need the following lemma which gives a lower bound on the energy of a harmonic map if a point is mapped sufficiently away from the boundary values.

Lemma 3.2.2. Let $\epsilon, M>0$. There exists $\eta=\eta(\epsilon, M)>0$ so that for any $\varphi \in$ $C^{0}(\partial D, X)$ and its Dirichlet solution $v \in W^{1,2}(D, X)$ with $d(v(0), \varphi(\partial D))>\epsilon$ and $E^{v} \leq M$, we have

$$
E^{v}\left[v^{-1}\left(B_{\epsilon}(v(0))\right)\right] \geq \eta
$$

Proof. We prove this theorem by way of contradiction. Suppose that the statement is false. Then there exists a sequence of Dirichlet solutions $v_{i} \in W^{1,2}(D, X)$ with $\varphi_{i}=\operatorname{Tr}\left(v_{i}\right)$ satisfying $d\left(v_{i}(0), \varphi_{i}(\partial D)\right)>\epsilon$ and

$$
\begin{equation*}
E^{v_{i}}\left[v_{i}^{-1}\left(B_{\epsilon}\left(v_{i}(0)\right)\right)\right] \rightarrow 0 . \tag{3.13}
\end{equation*}
$$

Since $X$ is compact, we may assume that $v_{i}(0) \rightarrow p \in X$ by taking a subsequence if necessary. Suppose $x \in D$ has the property that $d\left(v_{i}(x), p\right)<\frac{\epsilon}{2}$. The triangle inequality $d\left(v_{i}(x), v_{i}(0)\right) \leq d\left(v_{i}(x), p\right)+d\left(v_{i}(0), p\right)$ implies that $d\left(v_{i}(x), v_{i}(0)\right)<\epsilon$ for sufficietly large $i$. Therefore, $v_{i}^{-1}\left(B_{\frac{\epsilon}{2}}(p)\right) \subset v_{i}^{-1}\left(B_{\epsilon}\left(v_{i}(0)\right)\right)$ which implies

$$
\begin{equation*}
E^{v_{i}}\left[v_{i}^{-1}\left(B_{\frac{\epsilon}{2}}(p)\right)\right] \leq E^{v_{i}}\left[v_{i}^{-1}\left(B_{\epsilon}\left(v_{i}(0)\right)\right)\right] \tag{3.14}
\end{equation*}
$$

Since $E^{v_{i}} \leq M$ for all $i$, we can apply the precompactness theorem and the trace theory (cf. [KS1] Theorem 1.13 and Theorem 1.12.2) to obtain a subsequence (which we denote $\left\{v_{i}\right\}$ by an abuse of notation) so that $v_{i} \rightarrow v$ in $L^{2}(D, X)$ and $\varphi_{i}=\operatorname{Tr}\left(v_{i}\right) \rightarrow \varphi=\operatorname{Tr}(v)$ in $L^{2}(\partial D, X)$. Fix $\delta \in(0,1)$ and let $D_{1-\delta}$ be a disk of radius $1-\delta$ centered at the origin. By Theorem 3.1.1, $\left.v_{i}\right|_{D_{1-\delta}}$ is Hölder continuous; more specifically,

$$
d\left(v_{i}\left(z_{1}\right), v_{i}\left(z_{2}\right)\right) \leq \mathcal{C}(X, \delta)\left|z_{1}-z_{2}\right|^{\alpha(X, \delta)}, \forall z_{1}, z_{2} \in D_{1-\delta} .
$$

Note that the modulus of continuity depends only on the geometry of the target and on the arbitrary constant $\delta$. Hence, $\left\{\left.v_{i}\right|_{D_{1-\delta}}\right\}$ form an equicontinuous family and converge uniformly to a Hölder continuous map according to the Arzela-Ascoli Theorem. The limit map must be the restriction of $v$ constructed above to the smaller disk $D_{1-\delta}$. Consequently, $v(0)=p$ and, since $\delta$ is arbitrary, $v$ is continuous in $D$. In particular, this implies $v^{-1}\left(B_{\frac{\epsilon}{4}}(p)\right)$ is an open set. By the triangle inequality, $d\left(v_{i}(z), p\right) \leq d\left(v_{i}(z), v(z)\right)+d(v(z), p)$, and hence if $z \in D_{1-\delta}$ and $d(v(z), p)<\frac{\epsilon}{4}$ then $d\left(v_{i}(z), p\right) \leq \frac{\epsilon}{2}$ for sufficiently large $i$ depending only on $\epsilon, X$ and $\delta$ and not on the chosen $z$ since the convergence of $v_{i}$ to $v$ is uniform in $D_{1-\delta}$. Therefore, $v^{-1}\left(B_{\frac{\epsilon}{4}}(p)\right) \cap D_{1-\delta} \subset v_{i}^{-1}\left(B_{\frac{\epsilon}{2}}(p)\right) \cap D_{1-\delta}$ for sufficiently large $i$ and

$$
\int_{v^{-1}\left(B_{\frac{\epsilon}{4}}(p)\right) \cap D_{1-\delta}}\left|\nabla v_{i}\right|^{2} d \mu \leq \int_{v_{i}^{-1}\left(B_{\frac{\epsilon}{2}}(p)\right) \cap D_{1-\delta}}\left|\nabla v_{i}\right|^{2} d \mu \leq E^{v_{i}}\left[v_{i}^{-1}\left(B_{\frac{\epsilon}{2}}(p)\right)\right] .
$$

By the lower semicontinuity of the energy functional (cf. [KS1] Theorem 1.6.1), (3.13) and (3.14), we conclude that

$$
\int_{v^{-1}\left(B_{\frac{e}{4}}(p)\right) \cap D_{1-\delta}}|\nabla v|^{2} d \mu=0
$$

Therefore,

$$
E^{v}\left[v^{-1}\left(B_{\frac{\epsilon}{4}}(p)\right)\right]=0
$$

by the Lebesgue Dominated Convergence Theorem which in turn implies that $v$ must be constant on each connected component of $v^{-1}\left(B_{\frac{\epsilon}{4}}(p)\right)$. In particular, it must be identically equal to $p$ on the component $K$ of $v^{-1}\left(B_{\frac{\epsilon}{4}}(p)\right)$ containing 0 . The continuity of $v$ implies that $v^{-1}(p)$ is closed and hence $K$ is closed. Since $K$ is both open and closed, $K=D$. Therefore, $v$ and hence $\varphi$ is identically equal to $p$.

On the other hand, the triangle inequality says

$$
d^{2}\left(\varphi_{i}, p\right) \leq 2 d^{2}\left(\varphi_{i}, \varphi\right)+2 d^{2}(\varphi, p)
$$

and hence

$$
2 \pi \epsilon \leq 2 \int_{\partial D} d^{2}\left(\varphi_{i}, \varphi\right) d \theta+2 \int_{\partial D} d^{2}(\varphi, p) d \theta
$$

Letting $i \rightarrow 0$, we obtain

$$
2 \pi \epsilon \leq 2 \int_{\partial D} d^{2}(\varphi, p) d \theta=0
$$

a contradiction.

The proof of boundary regularity is now an easy application of Lemma 3.2.2.

Proof of Theorem 3.2.1. Suppose a Dirichlet solution $u: D \rightarrow X$ with a continuous trace $\gamma: \partial D \rightarrow X$ is not continuous at some point $x_{0} \in \partial D$. There exists $\epsilon>0$ and $x_{i} \rightarrow x_{0}$ with

$$
\begin{equation*}
d\left(u\left(x_{i}\right), \gamma\left(x_{0}\right)\right)>2 \epsilon . \tag{3.15}
\end{equation*}
$$

By the Courant-Lebesgue lemma and the continuity of $\gamma$, we may choose $\delta_{i} \rightarrow 0$ such that $u$ restricted to $\partial D_{\delta_{i}}\left(x_{0}\right) \cap D$ is continuous and the length of the curve

$$
\Gamma_{i}:=u\left(\partial D_{\delta_{i}}\left(x_{0}\right) \cap D\right) \cup \gamma\left(D_{\delta_{i}}\left(x_{0}\right) \cap \partial D\right)
$$

converges to 0 as $i \rightarrow \infty$. This combined with (3.15) implies that

$$
\begin{equation*}
d\left(\Gamma_{i}, u\left(x_{i}\right)\right)>\epsilon \tag{3.16}
\end{equation*}
$$

for sufficiently large $i$. By choosing subsequence if necessary, assume that $x_{i} \in$ $D_{\delta_{i}}\left(x_{0}\right) \cap D$. By the Riemann Mapping Theorem, there exists a conformal map $\psi_{i}$ from $D_{\delta_{i}}\left(x_{0}\right) \cap D$ to $D$ which sends $x_{i}$ to 0 . Let $v_{i}=u \circ \psi_{i}^{-1}: D \rightarrow X$ and $\varphi_{i}=\operatorname{Tr}\left(v_{i}\right)$. Note that $v_{i}(0)=u_{i}\left(x_{i}\right)$, the image of $\varphi_{i}$ is $\Gamma_{i}$ and (3.16) implies that $d\left(v_{i}(0), \varphi(\partial D)\right)>\epsilon$. Thus, Lemma 3.2.2 says there exists $\eta>0$ such that $E^{v_{i}}\left[v_{i}^{-1}\left(B_{\epsilon}\left(v_{i}(0)\right)\right)\right] \geq \eta$ for all $i$. By conformal invariance of energy, $E^{u}\left[D_{\delta_{i}}\left(x_{0}\right) \cap D\right] \geq \eta$. However, since
$u \in W^{1,2}(D, X)$, we see that $E^{u}\left[D_{\delta_{i}}\left(x_{0}\right) \cap D\right] \rightarrow 0$ as $i \rightarrow \infty$ and we arrive at our contradiction. Q.E.D.

## Chapter 4

## The Plateau Problem

### 4.1 The area functional

Before we can properly state the Plateau Problem for an Alexandrov space, we must formulate a notion of area. Our definition is analogous to the usual definition of the area functional for a map from a surface into a Riemannian manifold; in other words, it is obtained by integrating the area element of the pull-back metric. Thus, we first need to generalize the notion of the pull-back metric in this setting. This is accomplished by (4.1) and Theorem 4.1.1 below.

Let $\Omega$ be a Riemannian domain and $X$ an Alexandrov space. (Note that we do not need to assume $X$ is finite dimensional or satisfies Perel'man's conjecture in this subsection.) For $Z, W \in \Gamma(T \bar{\Omega})$ (i.e. $Z, W$ are Lipschitz vector fields on $\bar{\Omega}$ ), we define

$$
\begin{equation*}
\pi(Z, W)=\frac{1}{4}\left|u_{*}(Z+W)\right|^{2}-\frac{1}{4}\left|u_{*}(Z-W)\right|^{2} \tag{4.1}
\end{equation*}
$$

If $(\Omega, g)$ has local coordinates $\left(x^{1}, x^{2}, \ldots, x^{n}\right)$ and corresponding tangent basis $\left\{\partial_{1}, \partial_{2}, \ldots, \partial_{n}\right\}$, we write

$$
\pi_{i j}=\pi\left(\partial_{i}, \partial_{j}\right)
$$

We show in Theorem 4.1.1 below that $\pi$ generalizes the notion of the pull-back
metric. The analogous result for the case when $X$ is a NPC (non-positively curved) space is proven in [KS1] and the case when the curvature of $X$ is bounded from above is proven in [Me2].

Theorem 4.1.1. The operator $\pi$ defined above,

$$
\pi: \Gamma(T \bar{\Omega}) \times \Gamma(T \bar{\Omega}) \rightarrow L^{1}(\Omega, R)
$$

is continuous, symmetric, bilinear, non-negative and tensorial; more specifically

$$
\begin{aligned}
\pi(Z, Z) & =\left|u_{*}(Z)\right|^{2} \\
\pi(Z, W) & =\pi(W, Z) \\
\pi(Z, h V+W) & =h \pi(Z, V)+\pi(Z, W) \text { for any } h \in C^{0,1}(\bar{\Omega}) .
\end{aligned}
$$

For $Z=Z^{i} \partial_{i}$ and $W=W^{i} \partial_{j}$, we have

$$
\pi(Z, W)=\pi_{i j} Z^{i} W^{j}
$$

If $\psi: \Omega_{1} \rightarrow \Omega$ is a $C^{1,1}$ map, then writing $v=u \circ \psi$ and $\pi_{v}$ for the corresponding operator, we have the formula

$$
\begin{equation*}
\left(\pi_{v}\right)_{i j}=\pi_{l m} \frac{\partial \psi^{l}}{\partial x^{i}} \frac{\partial \psi^{m}}{\partial x^{j}} \tag{4.2}
\end{equation*}
$$

Proof. Assuming Proposition 4.1.2 below, we can follow the proof of Theorem 2.3.2 of $[\mathrm{KS1}]$ to prove Theorem 4.1.1.

Proposition 4.1.2. Let $\Omega$ be a Riemannian domain and let $X$ be an Alexandrov space. If $u \in W^{1,2}(\Omega, X)$, then for any $Z, W \in \Gamma(\overline{T \Omega})$ the parallelogram identity

$$
\begin{equation*}
\left|u_{*}(Z+W)\right|^{2}+\left|u_{*}(Z-W)\right|^{2}=2\left|u_{*}(Z)\right|^{2}+2\left|u_{*}(W)\right|^{2} \tag{4.3}
\end{equation*}
$$

holds.

Proof of Proposition 4.1.2. Recall that for any $Z, W \in \Gamma(\overline{T \Omega})$, we denote by $x+\epsilon Z$ the flow along $V$ with initial point $x \in \Omega$ at time $\epsilon$ and

$$
D_{\epsilon}(Z, W):=\frac{d(u(x+\epsilon Z), u(x+\epsilon W))}{\epsilon}
$$

Now fix $f \in C_{c}(\Omega), f \geq 0$ and $Z, W \in \Gamma(\bar{\Omega})$. Let

$$
\begin{gathered}
\Omega^{+}=\left\{x \in \operatorname{spt} f:\left|u_{*}(Z)\right|^{2},\left|u_{*}(W)\right|^{2},\left|u_{*}(Z+W)\right|^{2},\left|u_{*}(Z-W)\right|^{2} \neq 0\right\} \\
\Omega_{N}=\left\{x \in \operatorname{spt} f: \frac{1}{2 N}<\left|u_{*}(Z)\right|^{2},\left|u_{*}(W)\right|^{2},\left|u_{*}(Z+W)\right|^{2},\left|u_{*}(Z-W)\right|^{2}<\frac{N}{2}\right\} . \\
F(x, \epsilon):= \\
\quad 2 D_{\epsilon}^{2}\left(Z, \frac{Z+W}{2}\right)+2 D_{\epsilon}^{2}\left(W, \frac{Z+W}{2}\right)+D_{\epsilon}^{2}(0, Z+W) \\
\\
\quad-D_{\epsilon}^{2}(0, Z)-D_{\epsilon}^{2}(Z, Z+W)-D_{\epsilon}^{2}(W, Z+W)-D_{\epsilon}^{2}(0, W) .
\end{gathered}
$$

We claim the following:

Claim $1 \mu\left(\Omega^{+} \backslash \Omega_{N}\right) \rightarrow 0$ as $N \rightarrow \infty$.

Claim 2 Fix $N$. For any $\rho>0$, let $\delta(\rho)$ be as in Lemma 2.1.2. Then there exists a function $G_{\rho}(x, \epsilon)$ so that if the following three inequalities:
$\frac{1}{N}<D_{\epsilon}(0, Z+W), D_{\epsilon}(0, Z), D_{\epsilon}(0, W), D_{\epsilon}(Z, W), D_{\epsilon}(Z, Z+W), D_{\epsilon}(W, Z+W)<N$

$$
\begin{gather*}
\left|\frac{1}{2} D_{\epsilon}(0, Z+W)-D_{\epsilon}\left(0, \frac{Z+W}{2}\right)\right|<\delta(\rho)^{2} D_{\epsilon}(0, Z+W)  \tag{4.5}\\
\left|\frac{1}{2} D_{\epsilon}(0, Z+W)-D_{\epsilon}\left(Z+W, \frac{Z+W}{2}\right)\right|<\delta(\rho)^{2} D_{\epsilon}(0, Z+W) \tag{4.6}
\end{gather*}
$$

are satisfied for $\epsilon>0$ and $x \in \Omega_{N}$, then

$$
\begin{equation*}
F(x, \epsilon) \geq G_{\rho}(x, \epsilon) \tag{4.7}
\end{equation*}
$$

Furthermore, there exists a function $G_{\rho}(x)$ so that

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \int_{\Omega_{N}} f(x)\left|G_{\rho}(x, \epsilon)\right| d \mu=\int_{\Omega_{N}} f(x)\left|G_{\rho}(x)\right| d \mu+O\left(\rho^{2}\right) \tag{4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\rho \rightarrow 0} \int_{\Omega_{N}} f(x)\left|G_{\rho}(x)\right| d \mu=0 \tag{4.9}
\end{equation*}
$$

Claim 3 For $x \in \Omega-\Omega^{+}$, the parallelogram identity (4.3) holds.

Assuming the validity of the three claims, we prove the parallelogram identity as follows. Fix $\eta>0$. By Lemma 2.2.3, there exists $\epsilon_{0}, \delta>0$ so that for any $\tilde{\Omega}$ with $\mu(\tilde{\Omega})<\delta$ and $\epsilon<\epsilon_{0}$, we have

$$
\int_{\tilde{\Omega}} f F(x, \epsilon)>-\eta .
$$

By Lemmas 2.2.1 and 2.2.2,

$$
\begin{gathered}
D_{\epsilon}(0, Z+W) \rightarrow\left|u_{*}(Z+W)\right|, D_{\epsilon}(0, Z) \rightarrow\left|u_{*}(Z)\right|, D_{\epsilon}(0, W) \rightarrow\left|u_{*}(W)\right| \\
D_{\epsilon}(Z, W) \rightarrow\left|u_{*}(Z-W)\right|, D_{\epsilon}(Z, Z+W) \rightarrow\left|u_{*}(W)\right|, D_{\epsilon}(W, Z+W) \rightarrow\left|u_{*}(Z)\right|
\end{gathered}
$$

pointwise almost everywhere. By Egoroff's Theorem, there exists set a $A$ so that $\mu(A)<\frac{\delta}{2}$ and these convergences are uniform on $\Omega-A$. By Claim 1, there exists $N$ sufficiently large so that $\mu\left(\Omega^{+} \backslash \Omega_{N}\right)<\frac{\delta}{2}$. Hence,

$$
\int_{\left(\Omega^{+} \backslash \Omega_{N}\right) \cup A} f(x) F(x, \epsilon)>-\eta .
$$

For $\rho>0$, the uniform convergence implies that there exists $\epsilon_{0}>0$ sufficiently small so that (4.4), (4.5) and (4.6) hold for for all $\epsilon<\epsilon_{0}$ and all $x \in \Omega_{N} \backslash A$. Thus, by Claim

2 (4.7),

$$
\begin{aligned}
\int_{\Omega^{+}} f(x) F(x, \epsilon) d \mu & =\int_{\left(\Omega^{+}-\Omega_{N}\right) \cup A} f(x) F(x, \epsilon) d \mu+\int_{\Omega_{N} \backslash A} f(x) F(x, \epsilon) d \mu \\
& \geq-\eta+\int_{\Omega_{N} \backslash A} f(x) G_{\rho}(x, \epsilon) d \mu \\
& \geq-\eta-\int_{\Omega_{N} \backslash A} f(x)\left|G_{\rho}(x, \epsilon)\right| d \mu .
\end{aligned}
$$

Take $\epsilon \rightarrow 0$ and apply Lemma 2.2.1, Lemma 2.2.2 and Claim 2 (4.8) to obtain

$$
\int_{\Omega^{+}} f\left(\left|u_{*}(Z+W)\right|^{2}+\left|u_{*}(Z-W)\right|^{2}-2\left|u_{*}(Z)\right|^{2}-2\left|u_{*}(W)\right|^{2}\right) d \mu \geq-\eta-\int_{\Omega} f(x)\left|G_{\rho}(x)\right|
$$

Now by taking $\rho \rightarrow 0$, applying Claim 2 (4.9) and noting that $\eta$ can be made arbitrarily small, we obtain

$$
\int_{\Omega^{+}} f\left(\left|u_{*}(Z+W)\right|^{2}+\left|u_{*}(Z-W)\right|^{2}-2\left|u_{*}(Z)\right|^{2}-2\left|u_{*}(W)\right|^{2}\right) d \mu \geq 0
$$

Combined with Claim 3,

$$
\begin{aligned}
& \int_{\Omega} f\left(\left|u_{*}(Z+W)\right|^{2}+\left|u_{*}(Z-W)\right|^{2}-2\left|u_{*}(Z)\right|^{2}-2\left|u_{*}(W)\right|^{2}\right) d \mu \\
& \quad=\int_{\Omega^{+}}+\int_{\Omega-\Omega^{+}} f\left(\left|u_{*}(Z+W)\right|^{2}+\left|u_{*}(Z-W)\right|^{2}-2\left|u_{*}(Z)\right|^{2}-2\left|u_{*}(W)\right|^{2}\right) d \mu \\
& \quad \geq 0
\end{aligned}
$$

Replacing $Z$ and $W$ by $\frac{Z+W}{2}$ and $\frac{Z-W}{2}$ respectively in the above argument, we obtain

$$
\int_{\Omega} f\left(2\left|u_{*}(Z)\right|^{2}+2\left|u_{*}(W)\right|^{2}-\left|u_{*}(Z+W)\right|^{2}-\left|u_{*}(Z-W)\right|^{2}\right) d \mu \geq 0
$$

Finally, since the choice of $f$ is arbitrary, we obtain the parallelogram identity. Q.E.D.

We are now left to prove the three claims.

## Proof of Claim 1. If

$$
\Omega^{\leq \frac{1}{N}}=\left\{x \in \operatorname{spt} f: \text { one of }\left|u_{*}(Z)\right|^{2},\left|u_{*}(W)\right|^{2},\left|u_{*}(Z+W)\right|^{2},\left|u_{*}(Z-W)\right|^{2} \text { is } \leq \frac{1}{2 N}\right\}
$$

and

$$
\Omega^{\geq N}=\left\{x \in \operatorname{spt} f: \text { one of }\left|u_{*}(Z)\right|^{2},\left|u_{*}(W)\right|^{2},\left|u_{*}(Z+W)\right|^{2},\left|u_{*}(Z-W)\right|^{2} \text { is } \geq \frac{N}{2}\right\}
$$

then $\Omega^{+} \backslash \Omega_{N}=\Omega^{\leq \frac{1}{N}} \cup \Omega^{\geq N}$. Since

$$
\Omega^{<\frac{1}{N+1}} \subset \Omega^{<\frac{1}{N}} \text { and } \cap_{N=1}^{\infty} \Omega^{<\frac{1}{N}} \cap \Omega^{+}=\emptyset,
$$

we have that $\mu\left(\Omega^{<\frac{1}{N}}\right) \rightarrow 0$ as $N \rightarrow 0$. Furthermore,

$$
\frac{N}{2} \mu\left(\Omega^{>N}\right) \leq \int_{\Omega^{>N}}\left|u_{*}(Z)\right|^{2}+\left|u_{*}(W)\right|^{2}+\left|u_{*}(Z+W)\right|^{2}+\left|u_{*}(Z-W)\right|^{2}<\infty
$$

which implies $\mu\left(\Omega^{>N}\right) \rightarrow 0$ as $N \rightarrow 0$. Q.E.D.

Proof of Claim 2. For $x \in \Omega$ and $\epsilon>0$, assume (4.4), (4.5) and (4.6) are satisfied and let
$P=u(x), Q=u(x+\epsilon Z), R=u(x+\epsilon(Z+W)), S=u(x+\epsilon W), T=u\left(x+\epsilon\left(\frac{Z+W}{2}\right)\right)$.
The inequalities (4.5) and (4.6) imply

$$
\left|\frac{1}{2} d_{P R}-d_{P T}\right|<\delta^{2}(\rho) d_{P R},\left|\frac{1}{2} d_{P R}-d_{R T}\right|<\delta^{2}(\rho) d_{P R}
$$

Let $\gamma_{R T}$ be a geodesic from $R$ to $T$ and $R^{\prime}$ be a point on $\gamma_{R T}$ so that

$$
\begin{equation*}
d_{R R^{\prime}}=\delta(\rho) d_{P R} \tag{4.11}
\end{equation*}
$$

Let $\gamma_{P R^{\prime}}$ be a geodesic from $P$ to $R^{\prime}$ and $T^{\prime}$ be its midpoint. By Lemma 2.1.2, we have

$$
d_{T T^{\prime}}<\rho d_{P R}
$$

Define $\gamma$ to be the curve which is the sum of geodesics from $Q=u(x+\epsilon Z)$ to $T^{\prime}$ and from $T^{\prime}$ to $S=u(x+\epsilon W)$. Let $\bar{d}$ be the distance function in the hyperbolic plane $\mathbf{H}^{2}$ and construct points $\bar{P}, \bar{Q}, \bar{R}^{\prime}, \bar{S} \in \mathbf{H}^{2}$ with the property that

$$
\begin{equation*}
d_{P Q}=\bar{d}_{\bar{P} \bar{Q}}, d_{Q R^{\prime}}=\bar{d}_{\bar{Q} \bar{R}^{\prime}}, d_{R^{\prime} S}=\bar{d}_{\bar{R}^{\prime} \bar{S}}, d_{S P}=\bar{d}_{\bar{S} \bar{P}}, d_{P R^{\prime}}=\bar{d}_{\bar{P} \bar{R}^{\prime}} \tag{4.12}
\end{equation*}
$$

and so that geodesic triangles $\triangle \bar{P} \bar{Q} \bar{R}^{\prime}$ and $\triangle \bar{P} \bar{S} \bar{R}^{\prime}$ intersect only along the geodesic $\bar{\gamma}_{\bar{P} \bar{R}^{\prime}}$ from $\bar{P}$ to $\bar{R}^{\prime}$. If $\bar{T}^{\prime}$ is the midpoint of $\bar{\gamma}_{\bar{P} \bar{R}^{\prime}}$,

$$
\begin{equation*}
\bar{d}_{\bar{Q} \bar{T}^{\prime}} \leq d_{Q T^{\prime}} \bar{d}_{\bar{T}^{\prime} \bar{S}} \leq d_{T^{\prime} S} \tag{4.13}
\end{equation*}
$$

by the property of an Alexandrov space. Hence

$$
\bar{d}_{\bar{Q} \bar{S}} \leq \bar{d}_{\bar{Q} \bar{T}^{\prime}}+\bar{d}_{\bar{T}^{\prime} \bar{S}} \leq d_{Q T^{\prime}}+d_{T^{\prime} S}
$$

Therefore, if

$$
E(x, \epsilon):=\bar{d}_{\bar{Q} \bar{S}}^{2}+\bar{d}_{\bar{P} \bar{R}^{\prime}}^{2}-\bar{d}_{\bar{P} \bar{Q}}^{2}-\bar{d}_{\bar{Q} \bar{R}^{\prime}}^{2}-\bar{d}_{\bar{R}^{\prime} \bar{S}}^{2}-\bar{d}_{\bar{P} \bar{S}}^{2},
$$

then

$$
\begin{aligned}
E(x, \epsilon) \leq & L^{2}(\gamma)+d^{2}\left(u(x), R^{\prime}\right)-d^{2}(u(x), u(x+\epsilon Z))-d^{2}\left(R^{\prime}, u(x+\epsilon Z)\right) \\
& -d^{2}\left(R^{\prime}, u(x+\epsilon W)\right)-d^{2}(u(x), u(x+\epsilon W)) .
\end{aligned}
$$

Dividing by $\epsilon^{2}$, we obtain

$$
\begin{align*}
\frac{E(x, \epsilon)}{\epsilon^{2}} \leq & \left(\frac{L^{2}(\gamma)}{\epsilon^{2}}-D_{\epsilon}^{2}(0, Z)-D_{\epsilon}^{2}(0, W)\right) \\
& +\left(\frac{d^{2}\left(u(x), R^{\prime}\right)}{\epsilon^{2}}-\frac{d^{2}\left(R^{\prime}, u(x+\epsilon W)\right)}{\epsilon^{2}}-\frac{d^{2}\left(R^{\prime}, u(x+\epsilon Z)\right)}{\epsilon^{2}}\right) \\
= & (I)+(I I) \tag{4.14}
\end{align*}
$$

Hence, by the triangle inequality, we have,

$$
\begin{aligned}
L(\gamma) & =d_{Q T^{\prime}}+d_{T^{\prime} S} \\
& \leq d_{Q T}+d_{T S}+2 d_{T T^{\prime}} \\
& \leq d_{Q T}+d_{T S}+2 \rho d_{P R} \\
& =d\left(u(x+\epsilon Z), u\left(x+\epsilon \frac{Z+W}{2}\right)\right)+d\left(u(x+\epsilon W), u\left(x+\epsilon \frac{Z+W}{2}\right)\right)+2 \rho d(u(x), u(x+(\epsilon Z+W))
\end{aligned}
$$

If we square this inequality, divide by $\epsilon^{2}$ and assume that $\rho \ll 1$, we have

$$
\begin{aligned}
\frac{L^{2}(\gamma)}{\epsilon^{2}} \leq & D_{\epsilon}^{2}\left(Z, \frac{Z+W}{2}\right)+D_{\epsilon}^{2}\left(W, \frac{Z+W}{2}\right)+2 D_{\epsilon}^{2}\left(Z, \frac{Z+W}{2}\right) D_{\epsilon}^{2}\left(W, \frac{Z+W}{2}\right) \\
& +4 \rho D_{\epsilon}(0, Z+W)\left(D_{\epsilon}\left(Z, \frac{Z+W}{2}\right)+D_{\epsilon}\left(W, \frac{Z+W}{2}\right)\right)+4 \rho^{2} D_{\epsilon}^{2}(0, Z+W) \\
\leq & 2 D_{\epsilon}^{2}\left(Z, \frac{Z+W}{2}\right)+2 D_{\epsilon}^{2}\left(W, \frac{Z+W}{2}\right) \\
& +8 \rho\left(D_{\epsilon}^{2}(0, Z+W)+D_{\epsilon}^{2}\left(Z, \frac{Z+W}{2}\right)+D_{\epsilon}^{2}\left(W, \frac{Z+W}{2}\right)\right)
\end{aligned}
$$

which immediately implies

$$
\begin{align*}
(I) \leq & 2 D_{\epsilon}^{2}\left(Z, \frac{Z+W}{2}\right)+2 D_{\epsilon}^{2}\left(W, \frac{Z+W}{2}\right)-D_{\epsilon}^{2}(0, Z)-D_{\epsilon}^{2}(0, W) \\
& +8 \rho\left(D_{\epsilon}^{2}(0, Z+W)+D_{\epsilon}^{2}\left(Z, \frac{Z+W}{2}\right)+D_{\epsilon}^{2}\left(W, \frac{Z+W}{2}\right)\right) \tag{4.15}
\end{align*}
$$

Furthermore, assuming $\rho \ll 1$, we also obtain

$$
\begin{gathered}
d_{P R^{\prime}}^{2} \leq\left(d_{P R}+d_{R R^{\prime}}\right)^{2}=(1+\delta(\rho))^{2} d_{P R}^{2} \leq(1+3 \delta(\rho)) d_{P R}^{2} \\
d_{Q R^{\prime}}^{2} \geq\left(d_{Q R}-d_{R R^{\prime}}\right)^{2}=\left(d_{Q R}-\delta(\rho) d_{P R}\right)^{2} \geq d_{Q R}^{2}-2 \delta(\rho) d_{Q R} d_{P R} \geq(1-\delta(\rho)) d_{Q R}^{2}-\delta(\rho) d_{P R}^{2} \\
d_{S R^{\prime}}^{2} \geq\left(d_{S R}-d_{R R^{\prime}}\right)^{2}=\left(d_{S R}-\delta(\rho) d_{P R}\right)^{2} \geq d_{S R}^{2}-2 \delta(\rho) d_{S R} d_{P R} \geq(1-\delta(\rho)) d_{S R}^{2}-\delta(\rho) d_{P R}^{2}
\end{gathered}
$$

which immediately implies

$$
\begin{aligned}
\frac{d^{2}\left(u(x), R^{\prime}\right)}{\epsilon^{2}} & \leq(1+3 \delta(\rho)) D_{\epsilon}^{2}(0, Z+W) \\
-\frac{d^{2}\left(u(x+\epsilon Z), R^{\prime}\right)}{\epsilon^{2}} & \left.\leq-(1-\delta(\rho)) D_{\epsilon}^{2}(Z, Z+W)\right)+\delta(\rho) D_{\epsilon}^{2}(0, Z+W) \\
-\frac{d^{2}\left(u(x+\epsilon Z), R^{\prime}\right)}{\epsilon^{2}} & \left.\leq-(1-\delta(\rho)) D_{\epsilon}^{2}(W, Z+W)\right)+\delta(\rho) D_{\epsilon}^{2}(0, Z+W)
\end{aligned}
$$

These combine to give

$$
\begin{align*}
(I I) \leq & D_{\epsilon}^{2}(0, Z+W)-D_{\epsilon}^{2}(Z, Z+W)-D_{\epsilon}^{2}(W, Z+W) \\
& +5 \delta(\rho)\left(D_{\epsilon}^{2}(0, Z+W)+D_{\epsilon}^{2}(Z, Z+W)+D_{\epsilon}^{2}(W, Z+W)\right) \tag{4.16}
\end{align*}
$$

Combining (4.14), (4.15) and (4.16), we obtain

$$
\begin{aligned}
\frac{E(x, \epsilon)}{\epsilon^{2}} \leq & 2 D_{\epsilon}^{2}\left(Z, \frac{Z+W}{2}\right)+2 D_{\epsilon}^{2}\left(W, \frac{Z+W}{2}\right)+D_{\epsilon}^{2}(0, Z+W) \\
& -D_{\epsilon}^{2}(0, Z)-D_{\epsilon}^{2}(0, W)-D_{\epsilon}^{2}(Z, Z+W)-D_{\epsilon}^{2}(W, Z+W) \\
& +8 \rho\left(D_{\epsilon}^{2}(0, Z+W)+D_{\epsilon}^{2}\left(Z, \frac{Z+W}{2}\right)+D_{\epsilon}^{2}\left(W, \frac{Z+W}{2}\right)\right) \\
& +5 \delta(\rho)\left(D_{\epsilon}^{2}(0, Z+W)+D_{\epsilon}^{2}(Z, Z+W)+D_{\epsilon}^{2}(W, Z+W)\right) \\
\leq & F(x, \epsilon)+8 \rho\left(D_{\epsilon}^{2}(0, Z+W)+D_{\epsilon}^{2}\left(Z, \frac{Z+W}{2}\right)+D_{\epsilon}^{2}\left(W, \frac{Z+W}{2}\right)\right) \\
& +5 \delta(\rho)\left(D_{\epsilon}^{2}(0, Z+W)+D_{\epsilon}^{2}(Z, Z+W)+D_{\epsilon}^{2}(W, Z+W)\right) .
\end{aligned}
$$

Let

$$
\begin{aligned}
G_{1}(x, \epsilon):= & -8 \rho\left(D_{\epsilon}^{2}(0, Z+W)+D_{\epsilon}^{2}\left(Z, \frac{Z+W}{2}\right)+D_{\epsilon}^{2}\left(W, \frac{Z+W}{2}\right)\right. \\
& -5 \delta(\rho)\left(D_{\epsilon}^{2}(0, Z+W)-D_{\epsilon}^{2}(Z, Z+W)-D_{\epsilon}^{2}(W, Z+W)\right)
\end{aligned}
$$

Inequality (4.4) implies that

$$
\frac{\epsilon}{N}<d_{P Q}, d_{Q R}, d_{R S}, d_{P S}, d_{P R}, d_{Q S}<N \epsilon
$$

By also using the fact that $d_{R R^{\prime}}=\delta(\rho) d_{P R} \leq \rho N \epsilon$, we can apply Lemma 4.3.1 of the Appendix to obtain,

$$
\begin{aligned}
\left|\frac{E(x, \epsilon)}{\epsilon^{2}}\right| \leq & C_{N}\left(\left|D_{\epsilon}^{2}(V, V+W)-D^{2}(0, W)\right|+\left|D_{\epsilon}^{2}(0, V)-D^{2}(W, V+W)\right|\right. \\
& \left.+\left|D_{\epsilon}(V, V+W)-D(0, W)\right|+\left|D_{\epsilon}(V, V+W)-D(0, W)\right|\right) \\
& +K_{1} \rho^{2}+K_{2} \epsilon
\end{aligned}
$$

for some constants $K_{1}, K_{2}$ sufficiently large. Define $G_{2}(x, \epsilon)$ to be the right hand side of the inequality above. Thus, (4.7) holds if we set $G_{\rho}(x, \epsilon)=G_{1}(x, \epsilon)-G_{2}(x, \epsilon)$. Furthermore, set

$$
\begin{aligned}
G_{\rho}(x):= & -8 \rho\left(\left|u_{*}(Z+W)\right|^{2}+\frac{1}{2}\left|u_{*}(Z-W)\right|\right) \\
& \left.-5 \delta(\rho)\left|u_{*}(Z+W)\right|^{2}+\left|u_{*}(W)\right|^{2}+\left|u_{*}(Z)\right|^{2}\right)+O\left(\rho^{2}\right) .
\end{aligned}
$$

Then (4.8) and (4.9) hold by Lemmas 2.2.1 and 2.2.2. Q.E.D

Proof of Claim 3. Let $\Omega_{0}$ denote the set of all points in $\Omega$ so that $\mid u_{*}(Z+$ $W)\left.\right|^{2}=0$. If $P, Q, R, T$ be as in (4.10). Then

$$
d_{Q T}^{2}-d_{P Q}^{2}=\left(d_{Q T}-d_{P Q}\right)\left(d_{Q T}+d_{P Q}\right) \leq d_{P T}\left(d_{Q T}+d_{P Q}\right)
$$

Thus, for any $f \in C_{c}\left(\Omega_{0}\right), 0 \leq f \leq 1$,

$$
\begin{aligned}
& \int_{\Omega_{0}} f\left(D_{\epsilon}^{2}\left(Z, \frac{Z+W}{2}\right)-D_{\epsilon}^{2}(0, Z)\right) d \mu \\
& \quad \leq \int_{\Omega_{0}} f D_{\epsilon}\left(0, \frac{Z+W}{2}\right)\left(D_{\epsilon}\left(Z, \frac{Z+W}{2}\right)+D_{\epsilon}(0, Z)\right) \\
& \leq\left(\int_{\Omega_{0}} f D_{\epsilon}^{2}\left(0, \frac{Z+W}{2}\right)\right)^{1 / 2}\left(\int_{\Omega} f D_{\epsilon}^{2}\left(Z, \frac{Z+W}{2}\right)+\int_{\Omega_{0}} f D_{\epsilon}^{2}(0, Z)\right)^{1 / 2}
\end{aligned}
$$

We take the limit as $\epsilon$ goes to 0 to obtain

$$
\begin{aligned}
& \int_{\Omega_{0}} f\left(\left|u_{*}\left(\frac{-Z+W}{2}\right)\right|^{2}-\left|u_{*}(Z)\right|^{2}\right) \\
& \leq\left(\int_{\Omega_{0}} f\left|u_{*}\left(\frac{Z+W}{2}\right)\right|^{2}\right)^{1 / 2}\left(\int_{\Omega_{0}} f\left|u_{*}\left(\frac{-Z+W}{2}\right)\right|^{2}+\left|u_{*}(Z+W)\right|^{2}\right)^{1 / 2} \\
& \leq\left(\frac{1}{4} \int_{\Omega_{0}} f\left|u_{*}(Z+W)\right|^{2}\right)^{1 / 2}\left(\int_{\Omega_{0}} f\left|u_{*}\left(\frac{-Z+W}{2}\right)\right|^{2}+\left|u_{*}(Z+W)\right|^{2}\right)^{1 / 2} \\
& =0
\end{aligned}
$$

Thus we arrive at

$$
\left|u_{*}\left(\frac{Z-W}{2}\right)\right|^{2} \leq\left|u_{*}(Z)\right|^{2} \text { a.e. } x \in \Omega_{0}
$$

Similarly, using

$$
d_{P Q}^{2}-d_{Q T}^{2}=\left(d_{P Q}-d_{Q T}\right)\left(d_{P Q}+d_{Q T}\right) \leq d_{P T}\left(d_{P Q}+d_{Q T}\right)
$$

we obtain the opposite inequality. Hence, we conclude

$$
\left|u_{*}\left(\frac{Z-W}{2}\right)\right|^{2}=\left|u_{*}(Z)\right|^{2} \text { a.e. } x \in \Omega_{0} .
$$

Interchanging $Z$ and $W$ in the argument above, we also obtain

$$
\left|u_{*}\left(\frac{Z-W}{2}\right)\right|^{2}=\left|u_{*}(W)\right|^{2} \text { a.e. } x \in \Omega_{0} .
$$

Therefore,
$\left|u_{*}(Z+W)\right|^{2}+\left|u_{*}(Z-W)\right|^{2}=0+4\left|u_{*}\left(\frac{Z-W}{2}\right)\right|^{2}=2\left|u_{*}(Z)\right|^{2}+2\left|u_{*}(W)\right|^{2}$ a.e. $x \in \Omega_{0}$.
Similar arguments apply when we examine points of $\Omega$ where the other directional energy measures vanish. Q.E.D

### 4.2 The Plateau Problem

We can define the area functional for $u \in W^{1,2}(D, X)$ by

$$
A(u)=\int_{D} \sqrt{\operatorname{det} \pi} d x^{1} d x^{2}=\int_{D} \sqrt{\pi_{11} \pi_{22}-\pi_{12}^{2}} d x^{1} d x^{2}
$$

The Plateau Problem for a compact Alexandrov spaces satisfying Perel'man's conjecture is formulated as:

The Plateau Problem Let $\Gamma$ be a closed Jordan curve in $X$, let

$$
\mathcal{F}_{\Gamma}=\left\{u \in W^{1,2}(D, X) \cap C^{0}(D, X):\left.u\right|_{\partial D} \text { parametrizes } \Gamma \text { monotonically }\right\} .
$$

Find $u \in \mathcal{F}_{\Gamma}$ so that $A(u)=\inf \left\{A(v): v \in \mathcal{F}_{\Gamma}\right\}$.

The main result of this section is that we can solve the Plateau Problem if there exists at least one continuous finite energy map whose trace monotonically parametrizes $\Gamma$.

Theorem 4.2.1. If $\mathcal{F}_{\Gamma} \neq \emptyset$, there exsits $u \in \mathcal{F}_{\Gamma}$ so that $A(u)=\inf \left\{A(v): v \in \mathcal{F}_{\Gamma}\right\}$.

We separate the proof of Theorem 4.2.1 into two claims. The first claim is that there exists a map which minimizes the energy functional in $\mathcal{F}_{\Gamma}$. The second claim is that an energy minimizing map is also an area minimizer. These claims are proved by an extending the arguments used for the Euclidean case (cf. [L]).

In order to prove the first claim, we need Lemma 4.2.2 and 4.2.3 below.

Lemma 4.2.2. The energy functional is invariant under conformal reparametrizations of the disk.

Proof. This follows by adapting a well-known computation in the smooth setting to the current situation. This can be justified by the change of variables formula (4.2).

Lemma 4.2.3. Fix $x_{1}, x_{2}, x_{3} \in \partial D$ and $P_{1}, P_{2}, P_{3} \in \Gamma$. If

$$
\mathcal{F}_{\Gamma}^{\prime}=\left\{u \in \mathcal{F}_{\Gamma}: u\left(x_{i}\right)=P_{i} \text { for } i=1,2,3 \text { and } E^{u} \leq 2 \inf _{u \in \mathcal{F}_{\Gamma}} E(u)\right\},
$$

then

$$
F=\left\{\left.u\right|_{\partial D}: u \in \mathcal{F}_{\Gamma}^{\prime}, E^{u} \leq 2 \inf _{u \in \mathcal{F}_{\Gamma}} E(u)\right\}
$$

forms an equicontinuous family of maps.

Proof. This follows from the same argument given in Proposition 6 of [L].

We now prove the first claim:

Claim 1 There exists $u \in \mathcal{F}_{\Gamma}$ so that $E^{u}=\inf _{u \in \mathcal{F}_{\Gamma}} E^{u}$.

Proof. For any $v \in \mathcal{F}_{\Gamma}$, there exists a Möbius transformation so that $v \circ \psi\left(x_{i}\right)=P_{i}$. Furthermore, $E^{v o \psi}=E^{v}$ by Lemma 4.2.2. Therefore,

$$
\inf _{u \in \mathcal{F}_{\Gamma}} E^{u}=\inf _{u \in \mathcal{F}_{\Gamma}^{\prime}} E^{u} .
$$

which implies

$$
\inf _{u \in \mathcal{F}_{\Gamma}} E^{u}=\inf _{\phi \in \mathcal{F}_{\Gamma}^{\prime}} E_{\phi}
$$

where

$$
E_{\phi}=\inf \left\{E^{v}: v \in W_{\phi}^{1,2}(D, X)\right\}
$$

Let $\left\{v_{m}\right\} \subset \mathcal{F}_{\Gamma}^{\prime}$ be a sequence so that $\lim _{m \rightarrow \infty} E_{v_{m}}=\inf _{u \in \mathcal{F}_{\Gamma}} E^{u}$. By the equicontinuity of $F$, there exists a subsequence $\left\{v_{m^{\prime}}\right\}$ so that $\left\{\left.v_{m^{\prime}}\right|_{\partial D}\right\}$ converges uniformly to a continuous map $\phi: \partial D \rightarrow \Gamma$. By the uniform convergence, we are guaranteed to have $\phi\left(p_{i}\right)=q_{i}$ for $i=1,2,3$. Let $u_{m^{\prime}}$ be the solution to the Dirichlet Problem for boundary data $v_{m^{\prime}}$. From the precompactness theorem (cf. Theorem 1.13 of [KS1]), we may choose a subsequence which converges in $L^{2}(D, X)$ to $u \in W^{1,2}(D, X)$. By the lower semicontinuity of the energy functional (cf. Theorem 1.6.1 of [KS1]),

$$
\begin{equation*}
E^{u} \leq \liminf _{m^{\prime} \rightarrow \infty} E^{u_{m^{\prime}}} \leq \liminf _{m^{\prime} \rightarrow \infty} E_{v_{m^{\prime}}}=\inf _{v \in \mathcal{F}_{\Gamma}} E^{v} \tag{4.17}
\end{equation*}
$$

Since the trace functions converge in $L^{2}$ distance (cf. Theorem 1.12.2 in [KS1]), we have $\operatorname{Tr}(u)=\phi$ and hence $u \in \mathcal{F}_{\Gamma}^{\prime} \subset \mathcal{F}_{\Gamma}$ and $\inf _{u \in \mathcal{F}_{\Gamma}} E^{u} \leq E^{u}$ which combined with (4.17) implies $E^{v}=\inf _{v \in \mathcal{F}_{\Gamma}} E^{u}$.

We now claim that $u$ obtained above not only minimizes energy in $\mathcal{F}_{\Gamma}$, but also minimizes the area functional. We need the following two lemmas.

Lemma 4.2.4. If $u \in \mathcal{F}_{\Gamma}$ satisfies $E^{u}=\inf _{u \in \mathcal{F}_{\Gamma}^{\prime}} E^{u}$, then $u$ is weakly conformal; in other words, $u$ satisfies the conformality relation $\pi_{11}=\pi_{22}$ and $\pi_{12}=0$.

Proof. This follows by adapting a well-known computation in the smooth setting to the current situation. This can be justified by the change of variables formula (4.2).

Lemma 4.2.5. For any $v \in \mathcal{F}_{\Gamma}$ and $\delta>0$, there exists a continuous map $F: D \rightarrow D$ monotonically taking $\partial D$ to $\partial D$ such that $\frac{1}{2} E(v \circ F) \leq A(v)+\delta$.

Proof. Consider the disk $D$ as a subset of the complex plane $\mathbf{C}$ and let $X \times \mathbf{C}$ be the metric space equipped with the distance function

$$
\bar{d}((P, z),(Q, w))=\sqrt{d^{2}(P, Q)+|z-w|^{2}}
$$

for $P, Q \in X$ and $z, w \in \mathbf{C}$. For $v \in W^{1,2}(D, X)$, consider $v_{\epsilon}: D \rightarrow X \times \mathbf{C}$,

$$
v_{\epsilon}(z)=(v(z), \epsilon z)
$$

For $V \in \Gamma(T \bar{D})$ and a.e. $z \in D$,

$$
\begin{aligned}
\left|\left(v_{\epsilon}\right)_{*}(V)\right|^{2} & =\lim _{\kappa \rightarrow 0} \frac{\bar{d}^{2}\left(v_{\epsilon}(z), v_{\epsilon}(z+\kappa V)\right)}{\kappa^{2}} \\
& =\lim _{\kappa \rightarrow 0} \frac{d^{2}\left(v_{\epsilon}(z), v_{\epsilon}(z+\kappa V)\right)+|\epsilon z-\epsilon(z+\kappa V)|^{2}}{\kappa^{2}} \\
& =\left|\left(v_{\epsilon}\right)_{*}(V)\right|^{2}+\epsilon^{2}|V|^{2} .
\end{aligned}
$$

Hence, letting $\pi_{\epsilon}=\pi_{v_{\epsilon}}$, we have

$$
\left(\pi_{\epsilon}\right)_{11}=\left(\pi_{v}\right)_{11}+\frac{\epsilon^{2}}{4},\left(\pi_{\epsilon}\right)_{22}=\left(\pi_{v}\right)_{22}+\frac{\epsilon^{2}}{4},\left(\pi_{\epsilon}\right)_{12}=\left(\pi_{v}\right)_{12}
$$

We now choose $\epsilon_{0}$ such that

$$
A\left(v_{\epsilon_{0}}\right) \leq A(v)+\delta
$$

We mollify functions $\left(\pi_{\epsilon_{0}}\right)_{i j}$ to obtain the metric $\left(\tau_{i j}^{\sigma}\right)$ defined on $D_{1-\sigma}=\{z \in D$ : $|z|<1-\sigma\}$. For sufficiently small $\sigma$, we have $\tau_{11}^{\sigma} \tau_{22}^{\sigma}-\left(\tau_{12}^{\sigma}\right)^{2}>\frac{\epsilon_{0}^{4}}{32}$. Hence, there exist $C^{\infty}$ conformal diffeomorphisms $F_{\sigma}: D_{\sigma} \rightarrow\left(D_{\sigma}, \tau^{\sigma}\right)$ and

$$
\begin{aligned}
E\left(F_{\sigma}, \tau^{\sigma}, D_{\sigma}\right) & =2 A\left(F_{\sigma}, \tau^{\sigma}, D_{\sigma}\right)=2 A\left(D_{\sigma}, \tau^{\sigma}\right)=2 A\left(D, \pi_{\epsilon_{0}}\right)+O(\sigma) \\
& =2 A\left(v_{\epsilon_{0}}\right)+O(\sigma)=2 A(v)+2 \delta+O(\sigma)
\end{aligned}
$$

For sufficiently small $\sigma$,

$$
\left(\tau^{\sigma}\right)_{11}=\left(\pi_{v}\right)_{11}+\frac{\epsilon^{2}}{8},\left(\tau^{\sigma}\right)_{22}=\left(\pi_{v}\right)_{22}+\frac{\epsilon^{2}}{8}
$$

Therefore $E\left(F_{\sigma}, \pi_{v}\right) \leq E\left(F_{\sigma}, \tau^{\sigma}\right)$. Let $\sigma_{n}=\frac{1}{n+1}$. Since $E\left(F_{\sigma}, \pi_{v}\right)$ is uniformly bounded independently of $\sigma$, the Courant-Lebesgue Lemma and Arzela-Ascoli Theorem imply that there exists an increasing sequence of integers $S_{1}$ such that $\left\{F_{\sigma_{k}}\right\}_{k \in S_{1}}$ converges uniformly to a continuous map $F_{1}$ in $D_{\sigma_{1}}$. Now inductively define a sequence $S_{n} \subset S_{n-1}$ such that $\left\{F_{\sigma_{k}}\right\}_{k \in S_{n}}$ uniformly to a continuous map $F_{n}$ in $D_{\sigma_{n}}$. Note that by the choice of $S_{n}$, we have that $F_{n}=F_{m}$ in $D_{\sigma_{m}}$ for $m \leq n$. Define $F: D \rightarrow D$ by

$$
F(z)=F_{n}(z) z \in D_{\sigma_{n}}
$$

For any $\sigma$, choose $\sigma_{n} \leq \sigma$, hence,

$$
\frac{1}{2} E\left(F, \pi_{v}, D_{\sigma}\right) \leq \frac{1}{2} E\left(F_{n}, \pi_{v}, D_{\sigma_{n}}\right) \leq A(v)+\delta
$$

Since the above is true for $\sigma$ arbitrarily small, $\frac{1}{2} E(v \circ F) \leq \frac{1}{2} E\left(F, \pi_{v}\right) \leq A(v)$.

We now prove our second claim.

Claim 2 If $u \in \mathcal{F}_{\Gamma}$ satisfies $E^{u}=\inf _{v \in \mathcal{F}_{\Gamma}} E^{v}$, then $A(u)=\inf \left\{A(v): v \in \mathcal{F}_{\Gamma}\right\}$.

Proof. By the Cauchy-Schwarz lemma,

$$
\sqrt{\pi_{11} \pi_{22}-\left(\pi_{12}\right)^{2}} \leq \sqrt{\pi_{11} \pi_{22}} \leq \frac{1}{2}\left(\pi_{11}+\pi_{22}\right)
$$

with

$$
\sqrt{\pi_{11} \pi_{22}-\left(\pi_{12}\right)^{2}}=\frac{1}{2}\left(\pi_{11}+\pi_{22}\right) \Longleftrightarrow \pi_{11}=\pi_{22} \text { and } \pi_{12}=0
$$

Since $u$ satisfies the conformality equations by Lemma 4.2.4, we deduce that $A(u)=$ $\frac{1}{2} E^{u}$. Furthermore, if $\delta>0, v \in \mathcal{F}_{\Gamma}$ and $F$ are as in Lemma 4.2.5, then $v \circ F \in \mathcal{F}_{\Gamma}$ and

$$
A(u)=\frac{1}{2} E^{u} \leq \frac{1}{2} E^{v \circ F} \leq A(u)+\delta
$$

Since $\delta$ can be chosen arbitrarily small, we are done.

In establishing the above claims, we have also shown:

Theorem 4.2.6. The solution $u$ of the Plateau Problem is a conformal, energy minimizing map. As such, $u$ is Hölder continuous in the interior of $D$ and continuous up to $\partial D$.

### 4.3 Appendix

We establish the following fact about quadrilaterals in hyperbolic plane. The purpose is to estimate the difference between the sum of the lengths of the diagonals and the sum of the lengths of the sides.

Lemma 4.3.1. If $\bar{P}, \bar{Q}, \bar{R}^{\prime}, \bar{S} \in \mathbf{H}^{2}$ so that

$$
\frac{\epsilon}{N} \leq \bar{d}_{\bar{P} \bar{Q}}, \bar{d}_{\bar{Q} \bar{R}^{\prime}}, \bar{d}_{\bar{R}^{\prime} \bar{S}}, \bar{d}_{\bar{P} \bar{S}}, \bar{d}_{\bar{P} \bar{R}^{\prime}}, \bar{d}_{\bar{Q} \bar{S}} \leq N \epsilon
$$

then

$$
\begin{aligned}
& \left|\bar{d}_{\bar{Q} \bar{S}}^{2}+\bar{d}_{\bar{P} \bar{R}^{\prime}}^{2}-\bar{d}_{\bar{P} \bar{Q}}^{2}-\bar{d}_{\bar{Q} \bar{R}^{\prime}}^{2}-\bar{d}_{\bar{R}^{\prime} \bar{S}}^{2}-\bar{d}_{\bar{P} \bar{S}}^{2}\right| \\
& \quad \leq C_{N}\left(\left|\bar{d}_{\bar{Q} \bar{R}^{\prime}}^{2}-\bar{d}_{\bar{P} \bar{S}}^{2}\right|+\left|\bar{d}_{\bar{P} \bar{Q}}^{2}-\bar{d}_{\bar{R}^{\prime} \bar{S}}^{2}\right|+\epsilon\left(\left|\bar{d}_{\bar{Q} \bar{R}^{\prime}}-\bar{d}_{\bar{P} \bar{S}}\right|+\left|\bar{d}_{\bar{P} \bar{Q}}-\bar{d}_{\bar{R}^{\prime} \bar{S}}\right|\right)\right)+O\left(\epsilon^{3}\right)
\end{aligned}
$$

where $C_{N}$ is a constant dependent on $N$ and $O\left(\epsilon^{k}\right)$ has the property that $\frac{O\left(\epsilon^{k}\right)}{\epsilon^{k-1}} \rightarrow 0$ as $\epsilon \rightarrow 0$.

Proof. Let

$$
E=\bar{d}_{\bar{Q} \bar{S}}^{2}+\bar{d}_{\bar{P} \bar{R}^{\prime}}^{2}-\bar{d}_{\bar{P} \bar{Q}}^{2}-\bar{d}_{\bar{Q} \bar{R}^{\prime}}^{2}-\bar{d}_{\bar{R}^{\prime} \bar{S}}^{2}-\bar{d}_{\bar{P} \bar{S}}^{2}
$$

Define $\lambda, \delta \in[0, \pi]$ by

$$
\begin{aligned}
& \cosh \bar{d}_{\bar{P} \bar{R}^{\prime}}=\cosh \bar{d}_{\bar{Q} \bar{R}^{\prime}} \cosh \bar{d}_{\bar{P} \bar{Q}}-\sinh \bar{d}_{\bar{Q} \bar{R}^{\prime}} \sinh \bar{d}_{\bar{P} \bar{Q}} \cos \lambda \\
& \cosh \bar{d}_{\bar{Q} \bar{S}}=\cosh \bar{d}_{\bar{Q} \bar{R}^{\prime}} \cosh \bar{d}_{\bar{R}^{\prime} \bar{S}}-\sinh \bar{d}_{\bar{Q} \bar{R}^{\prime}} \sinh \bar{d}_{\bar{R}^{\prime} \bar{S} \bar{S}} \cos \delta .
\end{aligned}
$$

By Taylor series expansion, we obtain

$$
\begin{aligned}
& \bar{d}_{\bar{P} \bar{R}^{\prime}}^{2}=\bar{d}_{\bar{Q} \bar{R}^{\prime}}^{2}+\bar{d}_{\bar{P} \bar{Q}}^{2}-2 \bar{d}_{\bar{Q} \bar{R}^{\prime}} \bar{d}_{\bar{P} \bar{Q}} \cos \lambda+O\left(\epsilon^{3}\right) \\
& \bar{d}_{\bar{Q} \bar{S}}^{2}=\bar{d}_{\bar{Q} \bar{R}^{\prime}}^{2}+\bar{d}_{\bar{R}^{\prime} \bar{S}}^{2}-2 \bar{d}_{\bar{Q} \bar{R}^{\prime}} \bar{d}_{\bar{R}^{\prime} \bar{S}} \cos \delta+O\left(\epsilon^{3}\right)
\end{aligned}
$$

We have then

$$
\begin{aligned}
E & =\bar{d}_{\bar{Q} \bar{R}^{\prime}}^{2}-\bar{d}_{\bar{P} \bar{S}}^{2}-2 \bar{d}_{\bar{Q} \bar{R}^{\prime}} \bar{d}_{\bar{P} \bar{Q}} \cos \lambda-2 \bar{d}_{\bar{Q} \bar{R}^{\prime}} \bar{d}_{\bar{R}^{\prime} \bar{S}} \cos \delta+O\left(\epsilon^{3}\right) \\
& =\bar{d}_{\bar{Q} \bar{R}^{\prime}}^{2}-\bar{d}_{\bar{P} \bar{S}}^{2}-2 \bar{d}_{\bar{Q} \bar{R}^{\prime}}\left(\left(\bar{d}_{\bar{R}^{\prime} \bar{S}}-\bar{d}_{\bar{P} \bar{Q}}\right) \cos \delta+\bar{d}_{\bar{P} \bar{Q}}(\cos \delta+\cos \lambda)\right)+O\left(\epsilon^{3}\right)
\end{aligned}
$$

and hence

$$
\begin{align*}
E & \leq\left|\bar{d}_{\bar{Q} \bar{R}^{\prime}}^{2}-\bar{d}_{\overline{\bar{P}} \bar{S}}^{2}\right|+2 N \epsilon\left|\bar{d}_{\bar{R}^{\prime} \bar{S}}-\bar{d}_{\bar{Q} \bar{P}}\right|+2 N^{2} \epsilon^{2}|\cos \delta+\cos \lambda|+O\left(\epsilon^{3}\right) \\
& \leq C_{N}\left(\left|\bar{d}_{\bar{Q} \bar{R}^{\prime}}^{2}-\bar{d}_{\bar{P} \bar{S} \bar{S}}^{2}\right|+\epsilon\left|\bar{d}_{\bar{R}^{\prime} \bar{S}}-\bar{d}_{\bar{Q} \bar{P} \bar{P}}\right|+\epsilon^{2}|\cos \delta+\cos \lambda|\right)+O\left(\epsilon^{3}\right) . \tag{4.18}
\end{align*}
$$

We now estimate $|\cos \delta+\cos \lambda|$. Let $A$ be the area of $\triangle \bar{R}^{\prime} \bar{Q} \bar{P}$. Since the perimeter of $\triangle \bar{R}^{\prime} \bar{Q} \bar{P}$ is bounded by some constant times $N \epsilon$, we have $A=O\left(\epsilon^{2}\right)$. Define $\alpha, \beta \in[0, \pi]$ by

$$
\begin{align*}
& \cosh \bar{d}_{\bar{Q} \bar{R}^{\prime}}=\cosh \bar{d}_{\bar{P} \bar{R}^{\prime}} \cosh \bar{d}_{\bar{P} \bar{Q}}-\sinh \bar{d}_{\bar{P} \bar{R}^{\prime}} \sinh \bar{d}_{\bar{P} \bar{Q}} \cos \alpha \\
& \cosh \bar{d}_{\bar{P} \bar{S}}=\cosh \bar{d}_{\bar{P} \bar{R}^{\prime}} \cosh \bar{d}_{\bar{R}^{\prime} \bar{S}}-\sinh \bar{d}_{\bar{P} \bar{R}^{\prime}} \sinh \bar{d}_{\bar{R}^{\prime} \bar{S}} \cos \beta . \tag{4.19}
\end{align*}
$$

The interior angles of the triangle $\triangle \bar{R}^{\prime} \bar{Q} \bar{P}$ are $\alpha, \lambda$ and $\delta-\beta$. Since $A=\pi-\alpha-\lambda-$ $(\delta-\beta)$, we see that

$$
|\cos \delta+\cos \lambda| \leq|\cos \delta-\cos (\delta+(A+\alpha-\beta))| \leq A+|\alpha-\beta|=|\alpha-\beta|+O\left(\epsilon^{2}\right)
$$

where we used the Mean Value Theorem in the second inequality. The fact that the ratios of any two pairwise distances of $\bar{P}, \bar{Q}, \bar{R}^{\prime}$ and $\bar{S}$ are bounded from below by $\frac{1}{N^{2}}$ and from above by $N^{2}$ implies that $\alpha$ and $\beta$ are bounded away from 0 and $\pi$. Thus, $|\alpha-\beta| \leq L|\cos \alpha-\cos \beta|$ for some constant dependent on $N$. Therefore, we obtain

$$
|\cos \delta+\cos \lambda| \leq L|\cos \alpha-\cos \beta|+O\left(\epsilon^{2}\right)
$$

which combined with (4.18) gives

$$
\begin{equation*}
E \leq\left|\bar{d}_{\bar{Q} \bar{R}^{\prime}}^{2}-\bar{d}_{\bar{P} \bar{S}}^{2}\right|+2 N \epsilon\left|\bar{d}_{\bar{R}^{\prime} \bar{S}}-\bar{d}_{\bar{Q} \bar{P}}\right|+2 L N^{2} \epsilon^{2}|\cos \alpha-\cos \beta|+O\left(\epsilon^{3}\right) . \tag{4.20}
\end{equation*}
$$

By (4.19), we also have

$$
\begin{aligned}
& \sinh \left(\bar{d}_{\bar{P} \bar{R}^{\prime}}\right) \sinh \left(\bar{d}_{\bar{R}^{\prime} \bar{S}}\right) \sinh \left(\bar{d}_{\bar{P} \bar{Q}}\right)|\cos \alpha-\cos \beta| \\
&= \mid \sinh \left(\bar{d}_{\bar{P} \bar{Q}}\right)\left(-\cosh \left(\bar{d}_{\bar{P} \bar{S}}\right)+\cosh \left(\bar{d}_{\bar{P} \bar{R}^{\prime}}\right) \cosh \left(\bar{d}_{\bar{R}^{\prime} \bar{S}}\right)\right) \\
& \quad-\sinh \left(\bar{d}_{\bar{R}^{\prime} \bar{S}}\right)\left(-\cosh \left(\bar{d}_{\bar{Q} \bar{R}^{\prime}}\right)+\cosh \left(\bar{d}_{\bar{P} \bar{R}^{\prime}}\right) \cosh \left(\bar{d}_{\bar{P} \bar{Q}}\right)\right) \mid .
\end{aligned}
$$

The right hand side can be estimated as

$$
\begin{aligned}
& \left|\bar{d}_{\bar{R}^{\prime} \bar{S}}\left(\bar{d}_{\bar{P} \bar{Q}}^{2}+\bar{d}_{\bar{P}_{\bar{R}}}^{2}-\bar{d}_{\bar{Q} \bar{R}^{\prime}}^{2}\right)-\bar{d}_{\bar{P} \bar{Q}}\left(\bar{d}_{\bar{P} \bar{R}^{\prime}}^{2}+\bar{d}_{\bar{R}^{\prime} \bar{S}}^{2}-\bar{d}_{\bar{P} \bar{S}}^{2}\right)\right|+O\left(\epsilon^{5}\right) \\
& \leq \bar{d}_{\bar{P} \bar{Q}}^{2}\left|\bar{d}_{\bar{R}^{\prime} \bar{S}}-\bar{d}_{\bar{P} \bar{Q}}\right|+\bar{d}_{\bar{P} \bar{Q}}\left(\bar{d}_{\bar{P} \bar{Q}}^{2}-\bar{d}_{\bar{R}^{\prime} \bar{S}}^{2}\right)+\bar{d}_{\bar{P} \bar{R}^{\prime}}^{2}\left|\bar{d}_{\bar{R}^{\prime} \bar{S}}-\bar{d}_{\bar{P} \bar{Q}}\right| \\
& \quad+\bar{d}_{\bar{P} \bar{Q}}\left(\bar{d}_{\bar{P} \bar{S}}^{2}-\bar{d}_{\bar{Q} \bar{R}^{\prime}}^{2}\right)+\bar{d}_{\bar{R}^{\prime} \bar{S}}\left|\bar{d}_{\bar{P} \bar{Q}}-\bar{d}_{\bar{R}^{\prime} \bar{S}}\right|+O\left(\epsilon^{5}\right) .
\end{aligned}
$$

Furthermore,

$$
\frac{\epsilon^{3}}{N^{3}} \leq \bar{d}_{\bar{P} \bar{R}^{\prime}} \bar{d}_{\bar{R}^{\prime} \bar{S}^{\prime}} \overline{\bar{P}} \overline{\bar{Q}} \leq \sinh \left(\bar{d}_{\bar{P} \bar{R}^{\prime}}\right) \sinh \left(\bar{d}_{\bar{R}^{\prime} \bar{S}}\right) \sinh \left(\bar{d}_{\bar{P} \bar{Q}}\right) .
$$

Therefore, we obtain

$$
|\cos \alpha-\cos \beta| \leq \frac{C_{N}}{\epsilon^{2}}\left(\epsilon\left|\bar{d}_{\bar{R}^{\prime} \bar{S}}-\bar{d}_{\bar{P} \bar{Q} \bar{Q}}\right|+\left(\bar{d}_{\bar{P} \bar{Q}}^{2}-\bar{d}_{\bar{R}^{\prime} \bar{S}}^{2}\right)+\left(\bar{d}_{\bar{P} \bar{S}}^{2}-\bar{d}_{\bar{Q} \bar{R}^{\prime}}^{2}\right)\right) .
$$

Combining this with (4.20), we obtain the desired inequality.
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